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Abstract

Flapping-wing �ight is ubiquitous among natural �yers. Flying insects can per-

form incredible acrobatic maneuvers, such as rapid turning, somersault, and collision

avoidance in cluttered environments. Unlike �xed wing aircrafts or rotorcrafts, these

tiny creatures utilize highly unsteady aerodynamic phenomena to achieve extraordi-

nary locomotive abilities.

Taking inspiration from biological �appers, we develop a robot capable of insect-

like �ight, and then go beyond biological capabilities by demonstrating multi-phase

locomotion and impulsive water-air transition. In this dissertation, we conduct ex-

perimental and computational studies of �apping wing aerodynamics that aim to

quantify �uid-wing interactions and ultimately distill scaling rules for robotic design.

Comparative studies of �uid-wing interactions in air and water reveal remarkable sim-

ilarities, which lead to the development of the �rst hybrid aerial-aquatic �apping wing

robot. Further, we show that microrobots face unique challenges and opportunities

due to the dominance of surface tension at the millimeter scale. By developing an

impulsive mechanism that utilizes an electrochemical reaction, we demonstrate the

�rst-ever water to air takeo� in a microrobot.
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Chapter 1

Introduction

1.1 A brief history of �ight

In the course of 350 million years, natural �yers have developed stunning aerial

agility and acrobatics. With an over 2-meter wingspan, a bald eagle (Haliaeetus

leucocephalus) (�gure 1.1a) can soar on rising air current at 60km/h. When chasing

after a prey, this amazing animal retracts its wings and dives to reach 160km/h. On

the other end of the spectrum, insects such as honey bees (Apis mellifera) (�gure 1.1b)

and fruit �ies (Drosophila melanogaster) have millimeter scale wing span. Flapping

their wings at over 100 wingbeats per second, these tiny creatures can navigate within

cluttered environment and demonstrate extreme maneuvers [22].

The beauty and freedom of �ying creatures have long inspired mankind to develop

�ying vehicles. In 1783, French paper mill owners, the Montgol�er brothers, invented

the �rst hot air balloon (�gure 1.1c) that reached a height of 1,800 meters. In the

subsequent years, hydrogen or helium �lled airships (�gure 1.1d) were developed for
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Chapter 1: Introduction

reconnaissance or freight transport. However, utilities of lighter-than-air vehicles are

limited due to fundamental limitations on speed, cruise altitude, and cost of transport

[80].

The �rst functional heavier-than-air vehicle drew inspiration from birds soaring

but not �apping. On December 17, 1903, the Wright brothers demonstrated the �rst

powered �ight of a 338 kg aircraft for 260 meters. This historical moment marked the

beginning the modern aeronautics and led to a number remarkable breakthroughs in

the following century. Today, the world's newest �xed wing passenger jet, a Boeing

787-9 airliner (�gure 1.1e), can carry 420 passengers and �y over an astonishing

distance of 14,000 km at 900 km/h.

Aside from developing �xed wing aircraft, humans have invented rotorcraft vehi-

cles that are capable of vertical takeo� and hover. On November 13, 1907, French

inventor Paul Cornu demonstrated the �rst untethered helicopter takeo�. Despite

the advantages in takeo� and landing, modern helicopters (�gure 1.1f) have signi�-

cantly lower cruise speed and payload capacities compared with �xed wing vehicles.

To integrate favorable aerodynamic properties of �xed wing and rotorcraft vehicles

into one design, aerospace engineers have developed tiltrotor aircraft (�gure 1.1g) in

recent years.

In the last decade there has been growing interest in developing micro aerial vehi-

cles (MAV). Owing to advances in brushless motor fabrication, sensor and processor

miniaturization, electrically powered autonomous aerial vehicles became accessible to

the consumer market. To date, quadrotors (�gure 1.1h) are the most mature and pop-

ular platform for recreation and research. These vehicles can hover stably, maneuver
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Chapter 1: Introduction

in dynamical environments [89], or even collaborate with each other in a multi-agent

system [4].

However, modern micro aerial vehicles are far less agile and robust compared

to their biological counterparts. As we continue to miniaturize rotorcraft towards

the realm of insects, frictional e�ects signi�cantly decrease motor and transmission

e�ciency. Unsteady aerodynamics and high lift mechanisms, which have been utilized

by small insects with ease, have not been employed by modern vehicles. Inspired by

these natural �yers, a number of �apping-wing vehicles have been developed [20, 32,

55, 100] to emulate the bio-mechanics of insects and birds and investigate �apping

wing aerodynamics. Figure 1.1i shows the 400 grams Festo Smartbird that has a

wingspan of 2 meters. In contrast, the AeroVironment Nanohumming bird (�gure

1.1j) is a signi�cantly smaller �apping wing vehicle. With a 10 cm wingspan, the

vehicle weighs 19 grams.

1.2 Aerodynamics

The foundation of aerodynamics lies within the �eld of �uid mechanics, which

originated from the desire of improving British naval ship designs in the 17th century.

In 1687, Sir Isaac Newton devoted an entire book of his famous Principia towards

�uid mechanics. In the publication he derived the sine-squared law of momentum

transfer, which was widely adopted but later proved inaccurate by Leonard Euler [3].

Around 1840, French physicist Claude-Louis Navier and British mathematician Sir

George Stokes published the famous Navier-Stokes equation, which aimed to describe

the viscous interaction between an object and surrounding �uid.

3
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Figure 1.1: Example illustrations of natural and arti�cial �yers. (a) The bald eagle,
a large natural �yer that soars on air current to generate lift. (source: Rolf Hicker,
thinglink). (b) The honey bee, a small natural �yer that generates lift by �apping its
wings (source: National Geographic). (c) Hot air balloon is the �rst lighter-than-air
aerial vehicle (source: Todd Sarouhan, Costa Rica Travel). (d) A modern helium
�lled airship has limited cruise speed and altitude (source: Christian Michel). (e)
Boeing 787-9 is the most recent commercial jet that can �y 14,000 km at 900 km/h
(source: Boeing. Co). (f) A helicopter is capable of vertical lifto� and hover (source:
Aircraft Temp). (g) Boeing V-22 is a tiltrotor aircraft that combines the aerody-
namic advantages of �xed wing and rotorcraft vehicles (source: David Jacobson). (h)
Quadrotors are today's most mature and popular unmanned aerial platforms for re-
search and recreation (source: DJI Co., Ltd). (i) Festo Smartbird is a �apping wing
aerial vehile with a wingspan of two meters [32]. (j) AeroVironment NanoHumming
bird is a 19 gram �apping wing aerial vehicle with onboard sensors and battery [55].
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a c

b
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Figure 1.2: Examples of �ow visualization and simulation. (a) Dye �ow visualization
of boundary layer detachment. In this experiment a F-18 �ghter jet model is mounted
at a large angle of attack [34]. (b) Streakline visualization of dragon�y �ight vortex
shredding [87]. (c) Simulated streamline and pressure pro�le on a pair of �apping
hawkmoth wings [72].
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In the 20th century, the development of aerial vehicles lead to remarkable progress

in the �eld of aerodynamics. In 1902, German mathematician Martin Wilhelm Kutta

and Russian scientist Nikolay Yegorovich Zhukovsky published Kutta-Joukowski cir-

culation theorem, which relates inviscid, irrotational �ow to lift force on a circular arc.

This work laid the foundation for classical aerodynamics. In 1904, German physicist

Ludwig Prandtl published boundary layer theory, which concerns the viscous e�ect

on lift force generation and �ow detachment (�gure 1.2a). Based on these discoveries,

thin airfoil theory was developed as a guideline for aerial vehicle designs. Today,

the �eld of aerodynamics employs knowledge from classical �uid mechanics, thermo-

dynamics, and mathematics to investigate �ights that are supersonic, turbulent, or

highly unsteady.

Flapping-wing �ight is a common mode of insect locomotion which is characterized

by complex and unsteady aerodynamic phenomena. As visualized in tethered [51] and

untethered �ight [35] measurements, the �ow �eld around a �apping insect wing at

intermediate Reynolds numbers (50 ≤ Re ≤ 1000) is highly unsteady and vortical.

Figure 1.2b shows the unsteady �ow generated by a tethered dragon�y [87]. Periodic

�apping motion generates larger time-averaged lift and drag forces than those of an

equivalent translating airfoil [58], suggesting that unsteady mechanisms are important

to insect �ight at small scales.

In several studies, [23, 24, 27] researchers have found that the most important

feature of �apping �ight involves the development of a strong leading edge vortex

(LEV) during the wing translation phase. Figure 1.2c shows the simulated vortex

structures and pressure pro�les on a pair of �apping hawkmoth wings [72]. The LEV
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corresponds to a low-pressure region on the wing upper surface, and it is responsible

for the observed high lift. As shown in both experimental and computational studies

[8, 93], the growth and shedding of the LEV is sensitive to the �apping kinematics. In

addition, the interaction between shed vortices and a �apping airfoil signi�cantly in-

�uences the �apping kinematics and dynamics [2]. Using a dynamically-scaled robotic

wing, [24] Dickinson et al. (1999) characterized unsteady phenomena such as rota-

tional circulation and delayed stall. Wang et al. [93] corroborated this observation

through constructing and solving 2D computational �uid dynamics (CFD) models.

Recent experimental studies [58] and computational work have focused on subtle

phenomena such as LEV stability, wing�wing interactions, and 3D �ow patterns [86].

Computationally intensive 3D CFD simulation [103] was developed to study unsteady

3D e�ects. Meanwhile, computationally inexpensive quasi-steady blade element [79]

models were also proposed to explore how kinematic parameters in�uence maneuver-

ability and �ight stability [91] (Wang & Chang 2013).

1.3 Flapping wing micro-aerial vehicles

Advances in the understanding of �apping-wing aerodynamics, together with

progress in fabrication technology and control theory, led to the design and success-

ful �ight of numerous �apping-wing micro-aerial-vehicles [55, 59, 65]. Among these

arti�cial �yers, the Harvard RoboBee is the smallest, weighing merely 80 mg � com-

parable to that of a honey bee (Apis Mellifera). This robot utilizes two piezoelectric

actuators that independently �ap the wings at approximately 120 Hz. Although teth-

ered for power, the RoboBee can demonstrate stable hovering �ight through external
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ba c

1 cm1 cm 1 cm

Figure 1.3: Novel RoboBee demonstrations. (a) A RoboBee perches on vertical sur-
face through reinforcement learning. (b) A RoboBee sticks to a natural leaf through
electrostatic adhesion. (c) A RoboBee swims in water. The functionalities demon-
strated in (a), (b), and (c) are di�cult to achieve in �xed wing aerial vehicles.

feedback. This work shows the exciting potential of future robotic insects in a variety

of applications: assisted agriculture, search and rescue, and reconnaissance.

Owing to their small physical size and weight, robotic insects possess a number

of abilities that are absent in larger �yers. Due to diminishing inertial forces at the

millimeter scale, microrobots are more resilient to impact events such as crash landing

or collision with obstacles. This advantage makes microrobots particularly suitable

for navigating in cluttered or con�ned environments. Furthermore, microrobots can

easily land on vertical surfaces [15] (�gure 1.3a) or even perch on overhangs [42]

(�gure 1.3b) by exploiting substantial surface e�ects. This ability conserves energy

and greatly extends MAVs' mission time.

Flapping-wing micro-aerial vehicles harness unsteady aerodynamics for lift and

drag generation. Surprisingly, �apping-wing propulsion is also observed within aquatic

species such as zooplankton [69]. Besides from being agile �yers, �apping-wing crea-

tures are equivalently mobile swimmers. The underlying �uid mechanic connections

between aerial and aquatic environments motivate us to explore the swimming capa-

bility of �apping-wing robotic insects [11] (�gure 1.3c).
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Chapter 1: Introduction

1.4 Contributions and Chapter organization

The goal of this dissertation is to investigate the underlying physical principles of

�apping-wing �ight and enable novel functionalities within �apping-wing micro-aerial

vehicles. With the purpose of improving vehicle payload and e�ciency, we integrate

experimental and computational methods toward studying �apping-wing aerodynam-

ics. We develop an automated, high-throughput experimental process that e�ciently

evaluates and analyzes �apping-wing kinematics and dynamics. The experimental

results are further investigated by high �delity numerical models, which aim to quan-

tify �uid-structure interactions and ultimately distill new design rules. Comparative

study of �uid-wing interactions in air and water shows remarkable similarities and

leads to the development of the �rst hybrid aerial, aquatic �apping-wing robotic in-

sect.

Chapter 2 describes an experimental approach towards studying �apping-wing

�ight kinematics and dynamics. We introduce the hardware setup and software im-

plementation that enable concurrent measurements of �apping kinematics, dynamics,

and the corresponding �uid �ow. The collected data is incorporated into an experi-

mental control loop for further optimization.

In Chapter 3, we experimentally quantify the in�uence of wing morphology and

inertia on �apping-wing �ight performance. Further, the experiments give rise to a

scaling relationship between �apping frequency and wing size. Through improving

wing inertia and morphology, we achieve a signi�cant increase of robot payload.

In Chapter 4, we experimentally explore the relationship between wing hinge

sti�ness, passive pitching kinematics, and aerodynamic performance. We further
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develop a simple quasi-steady model that estimates optimal wing hinge sti�ness given

desired �apping frequency. This study improves hinge lifespan and simpli�es the wing

characterization process.

Chapter 5 focuses on investigating �apping-wing �uid mechanics and interpreting

the experimental results obtained in Chapter 4. We implement two dimensional (2D)

and three dimensional (3D) numerical models to examine induced �ow structures

such as leading edge vortex and downwash. Comparison between numerical simula-

tion, quasi-steady modeling, and experimental measurements identi�es the strengths

and weaknesses of each approach. The numerical studies elucidates the relationship

between vortex strength, pitching dynamics, and wing hinge sti�ness.

In Chapter 6, we explore the similarities of �apping-wing propulsion in aerial and

aquatic environments. A frequency scaling analysis suggests �uid-wing interactions

in air and water are characterized by similar Reynolds numbers. 3D computational

�uid dynamical (CFD) simulations further predict nearly identical �ow structures and

passive pitching dynamics. These scaling and numerical predictions are corroborated

by conducting single wing �apping experiments in air and water.

Whereas Chapter 6 focuses on the �uid mechanics of a single wing, Chapter 7 con-

siders the dynamical properties of the entire robot. We develop a system level, time-

varying model to investigate robot aquatic locomotion. Dynamical simulations and

robot swimming experiments show strong body-wing coupling adversely in�uences

vehicle upright stability. The robot becomes passively stable as �apping frequency

increases, which further suggests the need to reduce wing area.

In Chapter 8, we demonstrate robot transitions between air and water. Microrobot
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water entry and takeo� are di�cult because surface tension force far exceeds robot

weight. To achieve air-water transition, we coat the robot airframe with a surfactant

to reduce surface tension. We further develop an impulsive takeo� method base on

electrolysis and oxyhydrogen combustion reactions. Lightweight and mutli-functional

devices are designed and fabricated for electrolysis and detonation. This results in

the �rst microrobot capable of aerial hovering, air-water transition, swimming, water

surface takeo�, and landing.

We conclude with a discussion on ongoing research and future directions of �apping-

wing vehicles. Towards achieving autonomous outdoor �ight, micro-aerial vehicles

need to integrate onboard sensors, power circuitry, and a battery. We propose novel

structural con�gurations and designs that may lead to improvements in vehicle sta-

bility and aerodynamic e�ciency.

1.5 Nomenclature and notation

Throughout this dissertation we adopt the following convention:

• Bold letters denote vector quantities and ·̂ to denote unit vectors. 0 denotes

a vector of all 0s. For the special unit vector that's parallel to a particular

coordinate axis, we write the vector as ei without hat. It means the vector is 1

at the ith entry and 0 everywhere else.

• Upper case letters represent matrix quantities. Speci�cally, R denotes a 3 × 3

rotation matrix.

11



Chapter 2

Flapping experiments and experiment

driven optimization

2.1 Introduction

The aerodynamics of �apping-wing �ight are inherently unsteady [60]. Both bio-

logical and robotic studies of lift generation by �apping-wings have highlighted several

important lift-enhancing unsteady aerodynamic mechanisms such as a stable leading-

edge vortex (LEV), added mass, wing-wing interactions, and wake capture (see [78]

for a review). Modeling approaches based on the quasi-steady blade element method

provide good estimates for the scaling of MAV �ight metrics [97], but quasi-steady

models can't account for unsteady aerodynamic phenomena which may be important

in enhancing lift capacity or �ight e�ciency [29].

An alternative approach is to employ a high-throughput experiment in which many

parameters can be systematically varied. This data-driven experimental approach can

12
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enhance the design process for wing shape, material properties and stroke kinematics

for which there may be a multitude of suitable operating points. Furthermore, with

the ability to rapidly vary parameters we can use the outcomes of previous trials to

inform future parameters, thus optimizing the experimental design.

In this chapter, we describe an experimental apparatus that facilitates rapid ac-

quisition and analysis of data on MAV and insect wing performance. Speci�cally,

we develop wing design algorithms and motion tracking methods that signi�cantly

improve data collection e�ciency. The collected data for force, electrical power, re-

sultant �uid �ow, and wing kinematics are incorporated into an experimental control

loop for parameter optimization. This high-throughput experimental apparatus en-

ables detailed investigation on �uid structure interaction in subsequent chapters.

2.2 Experimental setup

We develop an experimental setup that commands �apping-wing motion and mea-

sures multiple aerodynamic metrics. The system mainly consists of a millimeter-scaled

wing driver, capacitive force sensors, high speed cameras, a continuous-wave laser and

an enclosing vacuum chamber. Figure 2.1a, c illustrate the overall experimental setup.

Figure 2.1b, d show the con�guration of wing driver and the force sensors. Besides

from controlling �apping motion based on input test parameters, this apparatus mea-

sures �apping kinematics, instantaneous lift and drag forces, power expenditure, and

induced �uid �ow. In the following sections, we describe hardware fabrication and

software implementation of each experimental component.
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Figure 2.1: Illustration of the experimental setup. (a) Schematics of the experimental
setup. The top view shows laser and camera placement with respect to the wing
driver. (b) Schematics of the force sensors, the wing driver, and the optical sensor
placement. (c) Photograph of the experimental set-up. (d) Photograph of the sensor
and wing driver placements. These pictures correspond to the schematics in (a) and
(b).
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Figure 2.2: Flapping kinematics de�nition and wing drivers. (a) Illustration of the
two rotational degrees of freedom. (b) Illustration of the wing stroke rotation. (c)
Illustration of the wing pitch rotation. (d) An over-powered wing driver. (e) A
RoboBee half. (f) A scaled up RoboBee half.

2.3 Wing driver

We perform �apping-wing experiments using a single active degree of freedom

wing driver. Wing motion is actuated by a piezoelectric bimorph actuator which is

coupled to the wing through a four-bar transmission. The piezoelectric actuator is

con�gured in a simultaneous drive mode with both a bias and signal voltage controlled

by a high-voltage ampli�er. The signal voltage, V (t), drives the piezoelectric motion

and the constant bias voltage held at Vbias = maxV (t), sets the o�set position. In all

experiments we set V (t) to be sinusoidal with functional form V (t) = VA sin(2πft),

where f is stroke frequency and VA controls wing stroke amplitude.

Wings are attached to the driver through a slot that holds them in place during

experiments but allows for easy removal and replacement. As shown in �gure 2.2a,
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the �apping motion has two degrees of freedom. Wings are actively rotated through a

stroke angle, φ(t) (�gure 2.2b). The pitching angle, ψ(t) (�gure 2.2c), is not actively

controlled but instead rotates passively about the leading edge in response to inertial

and aerodynamic loads.

Throughout our studies we use three di�erent wing drivers (�gure 2.2d-f) to in-

vestigate �apping �ight. Figure 2.2d shows a custom designed wing driver with an

oversized actuator. This wing driver can be approximated as an ideal displacement

source that has negligible actuator-wing coupling. Alternatively, we also adapt �ight

worthy robots for dynamic measurements. As shown in �gure 2.2e, f, half robots are

mounted on the force sensor to characterize wing and wing hinge performance. We

use a RoboBee half (�gure 2.2e) to investigate wind disturbance in�uence on lift and

drag production. We use a scaled RoboBee half (�gure 2.2f) to investigate actuator

and wing pairing.

2.3.1 Wing shape parametrization

The wing morphology design is based on Ellington's study of insect wing shape

parameterization [28]. An insect wing shape can be fully described using a physical

scale, a dimensionless function, and two dimensionless numbers. The physical scale is

often chosen to be the wing span. The dimensionless function prescribes the leading

edge pro�le as a function of the spanwise coordinate r. The dimensionless parameters

are the aspect ratio, the ratio between wing span and mean chord, and the second

moment of area, r̂2, that strongly correlates with the center of area r̂1. Ellington

showed that most insects have an r̂2 that falls in the range of 0.4 to 0.6, and utilizing
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a quasi-steady model he further argued that lift is proportional to r̂2
2. In this exper-

iment, r̂2 is set to 0.55. Values of r̂2 higher than 0.6 lead to paddle-shaped wings

which experience excessive deformation in �apping experiments.

The wings used in our experiments are made of carbon �ber frames and polyester

membrane using the Smart Composite Microstructures processes [99]. We develop an

automated design algorithm that signi�cantly improve design e�ciency and consis-

tency. A detailed description of wing design and fabrication can be found in Appendix

I. We explore wing morphology in�uence on �apping �ight performance in Chapter

3.

2.3.2 Wing hinge

The RoboBee uses passive �exure hinges to generate pitch rotation during �ap-

ping. This process, inspired by the interplay of aerodynamic, inertial, and elastic

forces that determine the motion of insect wings [6], reduces the number of actuators

required to create the desired wing motion. The wing hinge sti�ness has a large im-

pact on wing pitching kinematics, which further in�uence lift and drag production.

In Chapter 4, we discuss hinge sti�ness in�uence on force production and the impact

of hinge geometry on its lifetime.

2.4 Time-resolved force measurement

The wing driver is mounted on a dual-axis force sensor (�gure 1b, d) that mea-

sures instantaneous lift and drag forces. The custom sensor consists of four parallel

dual cantilever modules arranged in a series�parallel con�guration. The structure
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converts a load into displacements in the vertical and horizontal directions, and the

displacements in both directions are measured by two (D-510.021, PISeca) capacitive

sensors. We calibrate the sensors by hanging weights, and the sensitivities are found

to be -84.6 and 85.5 V/mN for the lift and drag axes respectively.

In most experiments, we are mainly interested in comparing time-averaged lift

and drag forces under di�erent input parameters. In some experiments, we investi-

gate e�ects of speci�c �ow structures (leading edge or shed vortices) by comparing

instantaneous force measurements. In those cases, the measured lift and drag signals

are post-processed by a band pass �lter to eliminate in�uence from actuator move-

ment and sensor resonance. The �lter range is determined by the �apping frequency.

The wing inertial contribution is compensated by measuring the �apping kinematics.

On the lift axis, the formula is given by

Faero = maz −mg − Fsensor, (2.1)

where az is the z-component of the wing inertial acceleration. We can compute az as

az = rcom,z(cos(ψ)ψ̇2 + sin(ψ)ψ̈), (2.2)

where rcom,z is the wing center of mass position in the vertical direction. Details of

�apping kinematics and motion tracking are described in the section 2.6.
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Figure 2.3: Particle velocimetry setup. (a) A sample �ow image captured by the high
speed camera. (b) Sample PIV images of the x, y components of the �uid velocity
�eld. (c) The vorticity �eld corresponding to the velocity �eld in (b).

2.5 Digital particle velocimetry

Well-described �uid structures, such as leading and trailing edge vortices, are

associated with aerodynamic force generation during �apping-wing �ight. To observe

these features, we measure the �uid �ow surrounding the �apping-wing using digital

PIV techniques [98].

Figure 2.3a illustrates the PIV setup. A 532 nm, 2 W laser sheet illuminates a

vertical plane positioned at mid-wingspan, parallel to the camera image plane. The

laser sheet allows for visualization of �uid �ow along a two-dimensional plane. Image

frame acquisition is triggered by the xPC target through digital pulses, so that frame

acquisition and other sensor measurements are synchronized.

We capture 50 video frames per �apping period and repeat for 40 periods. The

repetitive image frames are captured at the same phase within a period. Figure 2.3a

shows a sample image captured by the high speed camera. For the set of replicate

images with identical phase, we compute the median image and subtract it from

each original image. This operation removes the wing from the original ones. The

background images are further processed to obtain velocity and vorticity �elds.

The velocity �elds are determined from PIV by dividing an image into small
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image patches on a square grid and registering the relative motion of objects in the

image patches between times t and t + δt. Object motion between the time steps

is determined by locating the peak of the cross-correlation between the images. We

use a Fourier-based approach to compute the correlation peak between PIV images

in a custom Matlab routine [33]. Figure 2.3b shows the x and y components of the

velocity �eld. We further di�erentiate the velocity �eld to compute the vorticity �eld,

which reveals important �ow structures such as the leading and trailing edge vortices.

Figure 2.3c shows a sample vorticity �eld.

2.6 Extraction of wing kinematics

2.6.1 Flapping kinematics

During hovering, insect wings typically have three degrees of freedom [29]. How-

ever, the motion that is normal to the stroke plane (i.e. `stroke plane deviation')

is usually very small. In our robotic design (�gure 2.4a), we make the simplifying

approximation that the kinematics of a �apping-wing has two degrees of freedom:

stroke and hinge rotations (i.e. wing pitching).

As shown in �gure 2.4b, the experimental measurement shows that the pitch

motion is close to a pure sinusoid, where the amplitude of the second harmonic com-

ponent is approximately 19% that of the fundamental harmonic. While this small but

noticeable component does not have a large e�ect on force production, it o�ers inter-

esting insight into the role of insect steering muscles. In a previous study, Dickson et

al. measured the �apping kinematics of a �ying Drosophila (�gure 9 of Dickson, Straw
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Figure 2.4: �apping-wing kinematics. (a) Wing stroke (φ) and hinge (ψ ) motion.
The motion of a thin rectangular segment along the wing chord is projected onto a 2D
plane. (b) Experimental kinematics extraction shows that stroke and hinge motion
are well approximated by pure sinusoids. A �apping period is broken down into
translational (yellow) and rotational (blue) phases. (c) Passive wing pitch rotation is
described by a phase shift parameter δ, with δ < 0◦ corresponding to advanced pitch
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& Dickinson [25]). In our experimental measurement, we observe similar stroke (φ(t))

and pitch (ψ(t)) motion. In particular, ψ(t) has noticeable �attened peaks in both

measurements. This similarity implies that fruit �y steering muscles may function

similarly to a linear torsional spring.

To the �rst order, we approximate the stroke and pitch motion as purely sinusoidal:

φ = φmax cos(2πft)

ψ = ψmax sin(2πft+ δ)

, (2.3)

where φmax is the stroke amplitude, ψmax is the hinge amplitude, f is the �apping

frequency and δ is the relative phase. Figure 2.4c illustrates that δ< 0◦ corresponds

to advanced pitch rotation and δ> 0◦ corresponds to delayed pitch rotation. In

quasi-steady blade element models and 2D CFD models, the angular stroke motion is

approximated by the translational motion of a thin blade element located a distance

r from the wing root. As shown in �gure 2.4a, the amplitude of the wing chord

translational motion is given by L = rφmax.

As shown in �gure 2.4b, the �apping period can be further decomposed into the

translational phase and the rotational phase. The translational phase refers to the

wing motion during midstroke at an approximately constant angle of attack. The

rotational phase occurs during wing pitch reversal at the transition between down

and up strokes.

Wing tracking has traditionally been done manually, or semi-manually where a

user �ts 3D wing model to video frames [28, 35, 62]. Our experimental setup gives

rise to a number of simplifying assumptions that facilitate tracking. In the following
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Figure 2.5: Laser-based and area-based tracking methods. (a) Wing kinematics track-
ing of x(t) and ψ(t) from a laser illuminated image. (b) Wing kinematics tracking
through background thresholding (b-2) and wing root removal (b-3). (b-1) shows the
original image captured by the camera.

sections, we describe a number of automated tracking methods that extract the kine-

matic parameters φmax, ψmax, and δ. In Chapters 3 and 4, we explore the relationship

between �apping kinematics and dynamics.

2.6.2 Laser-based tracking

The PIV setup allows simultaneous �ow measurements and wing kinematics track-

ing. In addition to revealing �uid �ow, the laser sheet imaging system also illuminates

a thin bright elliptical region of the wing (Figure 2.5a). By tracking the position and

orientation of the wing-laser intersection we are able to track the wing stroke and

hinge angle.

We track the wing stroke position along the sheet laser plane, x(t), and the hinge

angle projected along the laser plane, ψ(t), with a custom automated image segmenta-

tion and tracking algorithm. The tracking algorithm segments the foreground image

through a series of morphological operations. We �rst threshold the image, then per-
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form morphological closing and opening operations to remove spurious points and �ll

holes in the wing region. In the foreground image, we locate all connected components

and retain only the largest component which is the wing�laser intersection (the ellipse

in �gure 2.5a). In this setting, a connected component is de�ned as an isolated white

region in a binary image where the background color is black. From the wing�laser

intersection component we determine the wing centroid and orientation, ψ(t). The

horizontal distance of the wing leading edge from the wing root in the laser plane is

x(t) (�gure 2.5a). From x(t) we compute the wing stroke angle φ(t) = arctan(x(t)/l0),

where l0 is the distance from wing root to wing�laser intersection at φ = 0.

2.6.3 Area-based tracking

This method measures wing stroke and pitch kinematics by tracking the projection

of a wing on the camera image plane. Given an image sequence, the background is

subtracted from every raw image (�gure 2.5b-1, 2). Next, the wing area is extracted

through thresholding. By pre-specifying the wing stroke axis location and its distance

to the wing base, the algorithm can easily remove hinge and transmission from the

image (�gure 2.5b-3). Based on the post-processed image, the algorithm computes

the wing area centroid, the wing spar centroid, and the wing principal axis (�gure

2.5b-3). Orientation of the wing principal axis represents the stroke angle.

The wing pitch angle ψ is calculated by comparing the projected wing area to

the original one. We let Acam, AW and ALE denote the projected area on the image

plane, the original wing area, and leading edge cross-sectional area. AW and ALE are

manually speci�ed for a given wing design. The projected area Acam can be related
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Figure 2.6: Airframe based tracking method. (a) The original image captured by the
high speed video camera. (b) A hough transform detects line segments in the picture.
(c) The endpoints of the Hough transformed lines are projected to the thresholded
image. (d) Intersection points and endpoints are computed to identify wing leading
edge points and trailing edge points.

to AW , ALE and ψ:

Acam = AW sinψ + ALE cosψ. (2.4)

Rearranging the preceding equation and approximating cosψ as
√
A2
W − A2

cam)/AW ,

the absolute value of the pitch angle can be expressed as:

sin |ψ| = (Acam − ALE
√
A2
W − A2

cam

AW
)× 1

AW
. (2.5)

Finally, the sign of the pitch angle is resolved by comparing the wing leading edge

centroid position to the wing area's centroid position (�gure 2.5c).

2.6.4 Airframe-based tracking

This method measures wing stroke and pitch kinematics by tracking the wing

airframe. Given a sequence of raw images (�gure 2.6a), we �rst remove the background

and threshold the image. Next, we compute the Hough transform of the binary image
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to estimate major line segments. The blue lines in �gure 2.6b show the lines found

by Hough transform. These line segments terminate at the image border and may be

skewed due to noise.

To track the leading edge spar and two diagonal wing spars, we project the end-

points of each Hough transformed line to the closest black pixel. The green lines in

�gure 2.6c show the Hough transformed lines after the endpoints are projected to the

wing skeleton. These lines accurately represent the wing leading edge spar and diag-

onal spars. Finally, we compute the intersection of these lines and cluster the points

to identify the spar intersections. The red circles in �gure 2.6d show the computed

intersection points. Finally, we locate the diagonal spar endpoints and label them as

trailing edge points. These points are labeled green in �gure 2.6d.

Knowing the wing geometry and having located the leading edge points (red) and

trailing edge points (green), we can compute the kinematic parameter φ(ti) and ψ(ti),

where ti represent the ith frame. The rotation matrix from a standard reference frame

to the current frame is given by:


x1

y1

z1

 =


cosφ − cosψ sinφ − sinψ sinφ

sinφ cosψ cosφ sinψ sinφ

0 − sinψ cosψ




x0

y0

z0

 (2.6)

Here each tracked point gives (x1, y1) but does not provide depth information. We

formulate a non-linear overdetermined system consisting of eight equations and two

unknowns. This equation can be solved by numerical least squares methods.
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2.6.5 Tracking method comparison

The kinematic tracking algorithms presented in the previous sections are designed

for di�erent experiments. In this section, we brie�y compare method e�ciency and

accuracy.

The algorithm based on laser illumination allows simultaneous �ow �eld measure-

ment and wing tracking. Since the laser beam illuminates the wing cross-section in

a dark background (�gure 2.5a), it is straightforward to identify the wing chord and

measure its position and orientation. Further, this method is computationally inex-

pensive. It is also robust to changes of wing designs because the local wing chord

length has no e�ect on pitch or stroke angle tracking.

However, this method su�ers a number of shortcomings. From an experimental

perspective, it is inconvenient to operate a class-4 continuous waver laser in an open

lab space. In addition, the laser beam must be carefully aligned to intersect the wing

mid-span in every �apping experiment. Any manual misalignment introduces error

in the stroke angle calculation. Finally, the tracking algorithm becomes less accurate

at large stroke angles because the 2D laser plane is no longer orthogonal to the wing

leading edge.

The algorithms based on wing area and airframe tracking require top view images

instead of side views. Instead of using a bright laser beam, these setups use backlight

illumination and capture the shadow projected onto the camera.

The method based on wing area tracking is the most accurate algorithm. However,

this method requires meticulous adjustment to experiment lighting and manual cali-

bration for each wing planform. The algorithm is computationally expensive because
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it needs to compute the principal axes of multiple image segments. This method is

suitable for experiments in which the planform remains unchanged. We will use this

method for the study of wing hinge sti�ness in Chapter 4.

The method based on wing airframe tracking has comparable accuracy and better

robustness. This method does not need careful lighting adjustments because thresh-

olding the wing membrane is no longer needed. By integrating the automated wing

design algorithm, this tracking method can automatically adapt to wings of di�er-

ent morphologies. In addition, the algorithm implementation is carefully designed to

avoid costly nonlinear calculations. Consequently, this method is seven times faster

than the area based tracking method. Finally, this method can be easily generalized

to multiple wings tracking in the same video. In Chapter 3, we use this method to

study wing morphology in�uence on �apping performance.

2.7 Proof-of-concept, experiment-driven optimization

Our experimental apparatus allows e�cient collection and analysis of �apping

data. By integrating multiple simultaneous measurements of aerodynamic perfor-

mance, we can perform analysis in near real-time, thus demonstrating unsupervised

optimization.

To test the utility of our analysis-in-the-loop approach, we develop an optimiza-

tion scheme to identify desired operational points for sinusoidal wing �apping during

hovering. We implement a standard gradient descent algorithm which allows us to

compare experimental optimization with theoretical predictions of performance. The
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optimization statement can be de�ned as:

arg minf,VA g(f, VA)

s.t. f ∈ [fmin, fmax]

VA ∈ [Vmin, Vmax]

, (2.7)

where f and VA are the driving frequency and voltage amplitude that are restricted

to some set of safe operating conditions. The objective functions returns a scalar

value based on input variables. The gradient descent routine is performed as follows:

given an initial guess, we sample the vicinity of the starting position to compute local

gradient

∇g =

 ∂g
∂f

∂g
∂VA

 , (2.8)

and then move in the gradient direction with step size δx. The local step size is

inversely proportional to the norm of the local gradient, and it is restricted to a

minimum value to reduce the number of steps taken. This algorithm terminates if

||δx||2 < 1. In our experiments, we �nd that the method converges after 4 � 15 steps.

This method only �nds local extrema, hence multiple runs are needed to search for

the global maximum of a complex objective function. For each optimization attempt,

we repeat the algorithm several times with di�erent initial conditions.

Depending on the speci�c application, the objective function we aim to maximize

varies. Classical choices include maximizing mean lift or mean lift to drag ratio,

which correspond to maximizing vehicle payload or endurance. Additionally, in our

set up, since it is di�cult to quantify transmission loss, it may be advantageous to
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minimize power input while satisfying a minimum mean lift threshold. As a �rst

proof of principle for our analysis-in-the-loop method, we perform four optimization

experiments allowing actuator voltage and frequency to vary: 1) maximize peak-to-

peak drag force which is important for performing controlled �ight maneuvers (�gure

2.7a), 2) maximize mean lift force �gure (2.7b), 3) maximize upstream suction velocity

from PIV measurements (�gure 2.7c), 4) seek an operating point which results in

wing stroke amplitude of 40◦, hinge amplitude of 17◦, and stroke to stroke energy

expenditure of 1 mJ (�gure 2.7d).

The gradient descent optimization scheme to maximize drag force works well for

a variety of initial conditions (Solid circles in �gure 2.7a). Trajectories match our

predictions (dashed lines in �gure 2.7a) of a functional form VAf
2 which is shown

in the background of �gure 2.7a. For lift optimization we choose a wing and actu-

ation parameter range which has a non-trivial potential gradient with optimum lift

occurring for intermediate actuation frequencies (�gure 2.7b). All four trials converge

to the correct frequency, however the �rst-order optimization routine is not robust

enough to proceed to maximize amplitude. Near the maximum lift, the potential

function is slowly varying along the direction of changing input voltage amplitude.

The �rst-order routine does not converge to the local optimum due to discretization

of the step size.

To validate PIV analysis-in-the-loop, we perform gradient descent optimization to

maximize the suction velocity of the �apping wings. We �nd that six out of nine trials

successfully converge to the optimum amplitude and frequency combination (�gure

2.7c). Three trials which had initial conditions of high frequency and low amplitude do
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Figure 2.7: Optimization results for gradient descent to maximize peak drag force (a),
maximize lift (b), maximize upstream �uid velocity (c), and tune for desired wing
kinematics and power consumption set point (see text). Open green circles highlight
desired maxima. Each circle represents an experiment and circle trajectories show the
evolution of the optimization routine. Circles of di�erent color correspond to di�erent
start points. Potential in (a) is generated from theoretical Af 2 function. Potential
functions in (b-d) were generated in experiment, sampled in increments in 10 V and
10 Hz and interpolated.

not converge to the optimum (bottom right corner of �gure 2.7c). Finally, we seek to

determine the amplitude and frequency combinations which achieve wing kinematics

of 40◦ stroke amplitude, 17◦ hinge amplitude, and which consume stroke-to-stroke

energy of 1 mJ. This optimization routine incorporates synchronized high-speed video

and actuator power measurements. All initial conditions converge towards the set

point operating conditions (green circle in �gure 2.7d), however optimization routines

terminate early in the �at portion of the potential �eld near the maxima. This last

example highlights the need to implement higher order optimization schemes.

In this chapter, we present an apparatus that can e�ciently collect, analyze and

optimize �apping-wing experiments. In the next chapter, we utilize this setup to

investigate wing morphology in�uence on �apping performance.
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Chapter 3

The in�uence of wing inertia and

morphology on aerodynamic

performace

3.1 Introduction

Recent advances in micro-fabrication technology and control methods have en-

abled a number of �apping-wing vehicles to achieve stable hovering �ight [20, 55, 65].

However, achieving autonomous �ight remains a di�cult challenge for sub-gram

micro-aerial vehicles. The Harvard RoboBee [65] is an 80 mg �apping wing robot

that achieves hovering �ight but relies on a tether to draw power from o�-board

ampli�ers. A previous study aimed to increase payload capability by scaling up the

actuator and wing size [66]. The scaled up RoboBee (�gure 3.1) weighs 210 mg, has a

wing span of 4.2 cm, and is capable of lifting 110 mg of payload. While this work al-
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5. size

1

 increasing non-dimensionalized parameters

Figure 3.1: Wing driver platform and wing designs. (a) A recent RoboBee design
weighing 210mg and capable of lifting 110mg of payload. (b) Illustration of di�erent
wing morphological and inertial parameters. (b-1) Change of wing spanwise and
chordwise moment of inertia by varying spar thickness from 0.14mm to 0.29mm. (b-
2) Change of aspect ratio AR from 3 to 5.5. (b-3) Change of spanwise �rst wing
moment r̂1 from 0.49 to 0.55. (b-4) Change of leading edge sweep ratio (LESR) from
0.5 to 1.75. (b-5) Change of wing size from 94.5 mm2 to 162 mm2.

lows the incorporation of onboard sensors and circuitry, the vehicle still cannot carry

an onboard battery. Here we take an experimental approach towards improving the

robot's �apping performance and thus payload capacity.

Numerous previous studies on insect �ight focus on either unsteady �uid mechan-

ics [13, 24, 58] or in�uences of �apping kinematics [8, 21]. While these studies lead to

useful design principles, most do not explore the in�uences of wing morphological and

inertial parameter on �ight performance. In this chapter, we study wing morpholog-

ical and inertial parameter in�uence on �apping �ight through designing and testing

a suite of di�erent wing and hinge pairs. We demonstrate that wing morphology

has a large impact on lift enhancement and signi�cantly changes the robot operating

frequency. Through experimentation we improve the robot maximum mean lift by

37%, which is equivalent to approximately doubling the current payload capacity.

33



Chapter 3: The in�uence of wing inertia and morphology on aerodynamic performace

Wing properties # 1 # 2 # 3 # 4 # 5 # 6

spar width (mm) 0.14 0.17 0.20 0.23 0.26 0.29
Ixx(mg·mm2) 1.91 2.25 2.56 2.90 3.27 3.64
Izz(mg·mm2) 40.6 48.8 57.2 65.6 73.4 82.7

Table 3.1: Inertial properties of wings with di�erent spar widths.

We adopt an existing setup for force measurement (�gure 2.1) and kinematic track-

ing (�gure 2.6). Further, we use one half of the scaled RoboBee as the wing driver

(�gure 2.2f). As discussed in Chapter 2, the wing morphology is fully prescribed by a

physical scale R, a dimensionless function yLE(r), and two dimensionless quantities r̂1

and AR. The inertial parameters such as mass and moment of inertia can be changed

by varying carbon �ber spar thicknesses. Figure 3.1 illustrates the parameters we

modify. Figure 3.1b-1 shows how wing inertia can be changed by varying spar thick-

ness. Figure 3.1b-2 shows how varying AR changes the wing spanwise to chordwise

ratio. Figure 3.1b-3 shows how varying r̂1 shifts wing spanwise area moment toward

the wing tip. Figure 3.1b-4 shows variation of the leading edge pro�le (LESR) by

scaling it with a multiplicative factor in the range of 0.5 to 1.75. Finally, �gure 3.1b-5

shows how we further vary wing size to investigate actuator-wing pairing. All wing

design variations are scaled relative to the "baseline" wing design from ta previous

study [43].

3.2 In�uence of wing inertia

In �apping-wing �ight with passive pitching, stroke and pitch coupling is sen-

sitively dependent on the e�ects of wing inertia [54, 59, 102]. We investigate the

in�uence of wing inertia on system resonance by varying spar thickness while keeping
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other morphological parameters constant. Table 3.1 shows the spar thickness, span-

wise and chordwise moment of inertia of the wings used in experiments. The wing

spanwise and chordwise inertia increase linearly as wing index increases. For each

wing listed in table 3.1, we vary �apping frequency from 100 Hz to 140 Hz and driv-

ing voltage from 80 V to 150 V. To evaluate wing performance, we extract �apping

kinematics, force measurements, and power consumption from each experiment.

While a previous study [97] predicts that a reduction of wing inertia improves per-

formance, our result shows that the best performing wing does not have the minimum

inertia. Wing spanwise and chordwise inertia a�ect stroke and pitch amplitude, which

further a�ects lift production and power dissipation. Figure 3.2a shows the measured

maximum lift from each wing. Figure 3.2b, c further show the corresponding driving

frequency and power dissipation. Figure 3.2a shows that wing 4 generates the highest

mean lift when driven at 140 Hz and the actuator consumes 23.1 mW power. Figure

3.2b shows that the �apping resonance decreases as wing inertia increases. Figure

3.2c shows that power dissipation decreases slightly as resonance frequency decreases.

However, the drop in power dissipation is small compared to the reduction of mean

lift.

The change of wing inertia also a�ects wing stroke and pitch motion. Figure

3.2d, e compare the experimentally measured wing stroke amplitude of wing 1 and

wing 6. As the wing driver �aps a wing with small inertia, stroke amplitude varies

slowly as driving frequency changes. This suggests that the wing driver behaves as

a displacement source and the wing inertial contribution is small. As wing inertia

increases, stroke amplitude varies noticeably as driving frequency changes. At higher
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Figure 3.2: Wing inertia in�uence on aerodynamic performance, stroke and pitch
kinematics. (a) Maximum mean lift versus wing number. (b) Driving frequencies at
maximum mean lift versus wing number. (c) Power dissipation at maximum mean
lift versus wing number. (d-e) Experimentally measured stroke amplitude φmax for
the wings of smallest or largest spar width, respectively. (f) Experimentally measured
pitch amplitude ψmax for all 6 wings at 140 Hz. (g-h) Simulated stroke amplitude
φmax for the wings of smallest or largest spar width, respectively. (i) Simulated pitch
amplitude ψmax for all 6 wings at 140 Hz. The arrows in (f) and (i) show maximum
pitching is achieved at an intermediate wing inertia value.
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driving frequencies, wing inertial e�ects become signi�cant and consequently reduce

stroke amplitude. Similarly, pitching kinematics also depend on wing inertia. Figure

3.2f shows the measured pitching amplitude ψmax for di�erent wings when �apped at

140 Hz. The quasi-steady model estimates CL ∝ sin(2α) = cos(2ψ), which implies

that mean lift directly correlates with pitching kinematics. While �gure 3.2 shows

that wing 4 generates the largest mean lift, �gure 3.2a further illustrates that wing

4 has large pitch amplitude ψmax. Initially, ψmax increases as wing inertia increases,

however ψmax falls sharply as wing inertia continues to increase.

We use a quasi-steady model to describe the wing inertia's e�ect on stroke and

pitch coupling. We can formulate a system of coupled ordinary di�erential equations:

Izzφ̈+ k1φ+ FDRcop,x = FactRcop,x

Ixxψ̈ + k2ψ + d2ψ̇ = τaero

, (3.1)

where FD is the drag force, τaero is the spanwise �uid torque, and Fact is the actuator

input. Here we invoke the formula:

FD = (1.4− cos(2α))b1|φ̇|φ̇

τaero = b2
˙|φ|φ̇Rcop,z

Fact = Fa cos(2πft)

, (3.2)

where α = π
2
−ψ is the angle of attack. Rcop,x and Rcop,z are the x and z components of

the center of pressure. We approximate Rcop,x using the �rst moment of wing shape:

Rcop,x = r̂1R. (3.3)
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From a previous study we found that Rcop,z is a strong function of α [10]. We ap-

proximate Rcop,z using a sigmoid function:

Rcop,z = (0.25 +
0.25

1 + exp(5× (1− 4
π
α))

)c̄. (3.4)

Here we scale the sigmoid function such that we recover the thin airfoil limit at small

α and the symmetric condition at α = π
2
. The coe�cients b1, b2, k1, k2, d2, and Fa are

manually adjusted to �t the measured data. This simple model intends to investigate

the trend of inertia in�uence on �apping performance. It ignores unsteady e�ects

such as added mass, wake capture, and rotational acceleration because in passive

pitching simulations these extra terms may lead to excessive over-�tting. Here we use

the model to demonstrate how the trend observed in Figure 3.2d-f is caused by stroke

and pitch coupling. Figure 3.2g, h show the simulated stroke amplitude for wings 1

and 6. Similar to �gure 3.2d, e, we observe that the stroke amplitude varies slowly

with frequency for a low inertia wing and varies rapidly for a high inertia wing. Figure

3.2i shows simulated pitch kinematics of each wing when driven at 140Hz. Compared

to �gure 3.2f, we observe a similar trend in that a wing with intermediate moment of

inertia has the maximum pitch amplitude.

3.3 In�uence of wing aspect ratio

We investigate the in�uence of wing aspect ratio AR by varying this parameter

while keeping wing area and spar thickness constant. Figure 3.3a shows the maximum

mean lift as a function of AR. Figure 3.3b, c show the corresponding driving frequency
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and power dissipation. We observe decreasing maximum mean lift and resonance

frequency as AR increases. The maximum mean lift of the wing with AR = 3

is slightly lower than AR = 3.5 because its resonance frequency is expected to be

higher than 140 Hz. At the highest driving frequency and voltage (140 Hz and 150

V), the pitch magnitude is 36◦. We expect ψmax to continue to increase at higher

driving frequencies. Consequently, we expect the maximum mean lift of the wing to

be the highest for the wing with smallest AR.

The reduction of resonance frequency at large AR is partially contributed by the

increase of wing chordwise moment of inertia. As wing aspect ratio increases, wing

radius R increases and mean chord c̄ decreases. Consequently, the chordwise moment

of inertia Izz increases and the spanwise moment of inertia Ixx decreases. Figure 3.3d

shows Izz and Ixx as functions of AR. In section 3.2, both experimental results and

the simpli�ed quasi-steady model demonstrate that increasing wing inertia decreases

wing resonance. Here we observe that the increase in AR increases Izz, which a�ects

the resonance of the wing stroke motion. Consequently, a wing with larger AR has a

lower resonance frequency.

Further, wing structural sti�ness decreases rapidly as AR increases. To �rst order,

the wing bending sti�ness can be modeled as that of a cantilever beam:

K =
3EIzz
R3

, (3.5)

where E is the Young's modulus of carbon �ber and R is wing span. An increase

of AR implies an increase of wing span R, and consequently leads to reduction of

sti�ness K. In addition, the quasi-steady model predicts a quadratic increase of
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Figure 3.3: Wing aspect ratio in�uence on aerodynamic performance. (a) Maximum
wing lift versus wing aspect ratio AR. (b) Driving frequencies at maximum mean lift
versus AR. (c) Power dissipation at maximum mean lift versus AR. (d) Wing span-
wise and chordwise moment of inertia as functions of aspect ratio. As AR increases,
Ixx decreases and Izz increases. (e) Aspect ratio in�uence on structural sti�ness. (e-1)
shows the wing with small aspect ratio (AR =3) behaves as a �at plate during rota-
tion (T=0) and translation (T=0.15). (e-2) shows the wing with large aspect ratio
(AR =5.5) has reduced structural sti�ness. There is a torsional wave along wing span
during pitching at T=0. The wing leading edge spar bends noticeably at T=0.15 as
the wing stroke velocity increases.
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aerodynamic force along the wing span. Consequently, we observe the large AR wings

experience signi�cant deformation at high driving frequencies. Figure 3.3e compares

wing deformation between AR = 3 and 5.5. Figure 3.3e-1 shows a wing with AR =3

being driven at 140 Hz and 150 V. We observe the wing as a �at, rigid plate at T = 0

and T = 0.15. Figure 3.3e-2 shows a wing with AR =5.5 being driven at 120 Hz and

110 V. Although the operating frequency and voltage input are lower, we observe

signi�cant deformation. At T =0, we observe a torsional wave propagating from wing

tip to wing root. This twist is illustrated by the red arrows on �gure 3.3e-2. In

contrast, we do not observe large twisting for the wing with AR =3. At T =0.15, the

wing tip accelerates and the force near the wing tip quickly grows. Consequently, we

observe noticeable bending of the wing leading edge spar in the AR =5.5 wing. This

is illustrated by the curved red line in �gure 3.3e-2. In contrast, the leading edge spar

of the AR =3 wing does not deform. This observation is illustrated by the red line

segment in �gure 3.3e-1. Hence, increasing the aspect ratio lowers the wing resonance

frequency and adversely a�ects the wing's structural rigidity. While some previous

studies [97] indicate adequate wing �exibility improves wing performance, excessive

�exibility adversely a�ects wing lifespan. As driving frequency and voltage continue

to increase, wing deformation increases and eventually the wing leading edge spar

breaks under excessive aerodynamic loading.

3.4 In�uence of wing area moment

In the previous section, we observe that increasing wing AR increases wing span-

wise center of pressure and moment of inertia. Increasing Izz leads to a reduction

41



Chapter 3: The in�uence of wing inertia and morphology on aerodynamic performace

of the �apping resonance frequency and adversely impacts structural sti�ness. Here

we investigate the e�ect of increased spanwise center of pressure without signi�cantly

changing the moment of inertia. This can be done by varying the �rst area moment

r̂1 while holding other wing morphological parameters constant. Figure 3.4 compares

the performance of wings with r̂1 in the range of 0.49 to 0.55. Figure 3.4a shows that

mean lift increases as r̂1 increases. Figure 3.4b shows that the �apping resonance

frequency remains at 140 Hz except for r̂1 = 0.54. The wing with r̂1= 0.54 has a

resonance frequency at 130 Hz because it experiences large deformation at 140 Hz due

to the large aerodynamic loading. Figure 3.4c shows that power dissipation increases

slowly as mean lift increases.

Here, �apping resonance frequency changes slowly because the change in wing

inertia is small. Figure 3.4d shows the spanwise and chordwise moment of inertia

as functions of r̂1. From r̂1 =0.49 to r̂1 =0.55 the relative change of Ixx and Izz is

less than 15%. The increase of mean lift due to increased r̂1 can be explained by

quasi-steady scaling. Equations (11) and (12) from [97] give

FL =
1

2
ρ
R4

AR

1

2
C̃Lw

2φ2
maxr̂

2
2, (3.6)

where

C̃L = CLmax
2

π

� π

0

sin(2α) cos2(t)dt. (3.7)

Here the quasi-steady model suggests that mean lift is proportional to r̂2
2. From

Ellington's wing shape parametrization study, wing �rst and second moments r̂1 and

42



Chapter 3: The in�uence of wing inertia and morphology on aerodynamic performace

0.49 0.51 0.53
0

0.5

1

1.5

lif
t (

m
N

)

100

110

120

130

140

fre
qu

en
cy

 (H
z)

5

10

15

20

25

po
w

er
 (m

W
)

0.2

0.3

0.4

 

 

normalized force

0.49 0.50 0.51 0.52 0.53 0.54
1.8

1.9

2

2.1

2.2

2.3

I x
x

40

41

42

43

44

45

I z
z

0

r1
0.49 0.51 0.53

r1
0.49 0.51 0.53

r1

r1
0.49 0.50 0.51 0.52 0.53 0.54

r1

r2
2

a b c

d e

Figure 3.4: Wing area moment in�uence on aerodynamic performance. (a) Maximum
wing lift versus wing �rst area moment r̂1. (b) Driving frequencies at maximum mean
lift versus r̂1. (c) Power dissipation at maximum mean lift versus r̂1. (d) Change
of wing inertia as a function of r̂1. Here Ixx and Izz increase by less than 15%.
(e) Comparison between quasi-steady scaling with normalized force measurements.
Although the comparison shows a similar trend, there is noticeable deviation that
maybe caused by ore in�uential parameters such as wing inertia.

43



Chapter 3: The in�uence of wing inertia and morphology on aerodynamic performace

r̂2 are related by the empirical function:

r̂2 = 0.929(r̂1)0.732. (3.8)

Figure 3.4e compares the normalized force FL
1
2
ρ R4

AR
1
2
C̃Lw2φ2max

and r̂2
2 as functions of r̂1.

We observe that the normalized force roughly follows the quasi-steady scaling rela-

tionship r̂2
2. The wing with r̂1 =0.54 is an outlier because its motion has large stroke

and pitch amplitudes, and consequently leads to noticeable wing deformation.

3.5 In�uence of wing leading edge sweep ratio (LESR)

We further explore the e�ect of wing leading edge sweep ratio on wing perfor-

mance. There is noticeable spanwise �ow along the leading edge of a �apping and

rotating wing. As shown in 3D-CFD simulations, positive wing leading edge sweep

can facilitate the growth of a wing tip vortex that enhances lift. However, varying

the LESR changes the chordwise center of pressure, which a�ects wing pitching. Here

we vary the wing leading edge pro�le by changing the sweep ratio from 0.5 to 1.75

in steps of 0.25. Figure 3.5a shows that mean lift decreases monotonically as sweep

ratio increases. Figure 3.5b shows that the �apping resonance frequency is una�ected

by changes in the wing sweep. Figure 3.5c shows small changes of power dissipation

as wing sweep ratio increases.

We use quasi-steady scaling to describe the wing sweep in�uence on pitching

dynamics. Figure 3.5d shows wing spanwise and chordwise moment of inertia as

functions of the leading edge sweep ratio. The variation of Ixx and Izz are less than
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Figure 3.5: Wing leading edge sweep ratio in�uence on aerodynamic performance
and pitching kinematics. (a) Maximum wing lift versus wing leading edge sweep
ratio LESR. (b) Driving frequencies at maximum mean lift versusLESR. (c) Power
dissipation at maximum mean lift versus LESR. (d) Change of wing inertia as a
function of LESR. Here Ixx and Izz increase by less than 15%. (e) Comparison of
measured and simulated ψmax based on measured stroke kinematics. Both the quasi-
steady model and the measurement show that increased LESR leads to decreased
ψmax.
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15% and consequently the e�ect of changing wing inertia is small. Figure 3.5e shows

stroke and pitch amplitude as a function of leading edge wing sweep ratio. Except the

wing with the smallest wing sweep, the stroke amplitude (black) changes slowly as

sweep ratio increases. In contrast, the measured pitch amplitude ψmax is very sensitive

to wing sweep. We observe that ψmax monotonically decreases from 60◦ to 7◦. This

reduction in wing pitch can be explained using a quasi-steady model at mid-stroke.

At mid-stroke, we impose

Kψ + Ixxψ̈ = τf (3.9)

where K is the wing hinge sti�ness, Ixx is the spanwise moment of inertia, and τf is

the aerodynamic pitch torque. At mid-stroke, τf is given by

τf = 2π2ρf 2φ2
max

� R

0

r2c(r)Cf (rcop(r, α)− yLE(r)) dr. (3.10)

Here the force coe�cient Cf is given by

Cf = (CL(α) cosα + CD(α) sinα) . (3.11)

CL, CD, and the local chordwise center of pressure rcop can be calculated based on

the method discussed in section 3.2. Given the relationship ψ = π/2 − α, the only

unknown in equation (3.10) is ψ. This nonlinear equation can be solved numerically

to estimate ψmax. We use the measured stroke amplitude, �apping frequency, hinge

sti�ness, and wing shape as inputs to solve for ψmax. The result is shown as the dotted

blue line in Figure 3.5e. Here the quasi-steady estimation gives the same trend as the

experimental measurement.
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3.6 Wing-actuator pairing

The scaled RoboBee (�gure 1a) is designed using scaling analysis that does not

consider wing-actuator pairing. Here we investigate wing-actuator pairing by varying

wing size. Changing wing size has a large impact on wing inertia and system res-

onance frequency. A previous study [65] shows system resonance frequency can be

approximated by the formula

f =

√
keq
T 2Izz

, (3.12)

where keq is the e�ective sti�ness and T is the robot transmission ratio. keq is deter-

mined by the geometry and material property of compliant �exures and T is de�ned

to be the ratio between stroke motion output and actuator tip displacement. This

transmission ratio T is determined by the laminate material thickness. While it is

possible to vary these parameters in the wing driver designs, it is practically di�cult

to build and test many wing drivers to study system resonance. Here we can easily

study resonance by varying the wing inertial parameterIzz.

Changes in wing spanwise moment of inertia directly impacts resonance frequency

since Izz is proportional to R4. This implies

f ∝ 1

R2
. (3.13)

Equation (6.3) suggests that a decrease of wing size increases resonance frequency.

From a system level perspective, changing wing radius also in�uences the net force
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output. The RoboBee uses a four-bar linkage that can be modeled as

FD = Fact
L3

Rcop,x

(3.14)

where Fact is the force output from the actuator, Rcop,x is the spanwise center of pres-

sure and L3 is the e�ective e�ort arm length of the lever-like transmission. Assuming

the magnitude of the output force Fact is limited by the electro-mechanical proper-

ties of the piezoelectric actuator, equation (3.14) implies that reducing the spanwise

wing center of pressure Rcop,x increases the amount of drag force FD an actuator can

drive against. Since the lift and drag forces are positively correlated, equation (3.14)

suggests that reducing wing size leads to increased mean lift force.

However, reducing wing size also has negative e�ects. Firstly, the robot �exural

transmission lifetime decreases as operating frequency increases. In addition, both

aerodynamic e�ciency and robot power dissipation increase as wing size shrinks and

�apping frequency increases. Consider two di�erently sized wings that operate at

di�erent frequencies to generate identical lift. Equation (3.6) suggests

R4
1f

2
1 = R4

2f
2
2 (3.15)

This relationship implies 1
R2 ∝ f . The aerodynamic e�ciency is proportional to

F̄L
P̄aero

∝ CL

CDRf
∝ CLR

CD
(3.16)

In the last step of equation (3.16) we use the proportionality relationship between R
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wing 1 wing 2 wing 3 wing 4

wing area (mm2) 162 135 108 94.5
F̄L (mN) 1.11 1.54 1.72 2.03

fresonance (Hz) 70 100 130 150
P̄aero (mW) 23.7 31.9 40.7 54.8

Table 3.2: Wing size, maximum mean lift, �apping resonance frequency, and power
dissipation.

and f . Consequently, lift per unit power decreases as wing span decreases.

To validate this system level scaling analysis, we make four wings of varying

wing size and test their performance. Table 3.2 reports wing size, maximum mean

lift, �apping resonance frequency and power dissipation. We observe that mean lift,

�apping resonance frequency, and power dissipation increase as wing size is reduced.

The qualitative relationship between �apping frequency and wing span is reported in

a previous biological study [77].

3.7 Result and discussion

Our results show wing inertia in�uences stroke and pitch coupling, which further

impacts mean lift by more than 60%. Increasing wing aspect ratio (AR) reduces

system resonance and adversely a�ects structural sti�ness. Wing shape parameters

� �rst area moment (r̂1) and leading edge sweep ratio (LESR) � in�uence passive

pitching. Finally, reducing wing size increases system operation frequency and mean

lift at the cost of higher power consumption.

To improve mean lift, we design a new wing with smaller wing size and slightly

thinner wing spars. Compared to the original wing, the wing span is reduced by 25%

and the spanwise moment of inertia is reduced by 76%. In �apping experiments, we
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�nd the resonance frequency of the new wing to be 150 Hz. The wing produces 2.48

mN of mean lift when driven at 190 V and the actuator consumes 36.5 mW power.

The resonance frequency of the original wing is 80 Hz. This wing produces 1.81mN of

mean lift when driven at 250 V and the actuator consumes 21.5 mW. The new wing

produces 37% more lift and costs 70% more power dissipation. This is equivalent

to doubling the robot payload capability and is a major improvement towards �ight

autonomy. Although this result implies the new wing is less e�cient, it signi�cantly

improves mean lift without modifying actuator sizing and robot transmission. In

addition, the robot operational voltage is signi�cantly lowered, which gives much

larger voltage margin for aerodynamic control and greater e�ciency of the drive

electronics.

In this chapter, we experimentally study the in�uence of wing morphological and

inertial parameters on mean lift generation and power consumption. We designed

and fabricated 36 di�erent wings and test their e�ciency with an at-scale robotic

�apper. While our experimental studies aim to improve the performance of the Har-

vard RoboBee, the experimental results are directly applicable to other �apping-wing

robotic designs. Having studied wing morphology and inertia, we will explore an-

other robot parameter in the next chapter: the wing hinge. We will investigate the

in�uence of wing hinge sti�ness on passive pitching and force generation.
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Wing hinge in�uence on aerodynamic

performance

4.1 Introduction

Flexure hinges are common components in small scale robots. Whereas articula-

tion in larger scale robots has traditionally relied upon pin joints, bushings or bearings,

the development of microrobots requires new techniques to manufacture joints to over-

come unfavorable friction scaling. Flexure hinges exhibit negligible friction, and are

compact and simple to manufacture using lamination and folding techniques [95, 99].

For these reasons, �exure hinges are a vital part in existing small biologically-inspired

robotics, from running [5, 7, 48] to �ying robots [65].

The wing hinge is especially important to the RoboBee [65]. Speci�cally, the

wing pitch rotation is passively controlled by interactions between wing inertia, aero-

dynamic loading and restoring torque from the wing hinge. Hinge design directly
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in�uences the pitching kinematics, which further impacts lift and drag production.

In addition, the hinge needs to endure large de�ections for over a million �apping pe-

riods. Consequently, the design and manufacture of wing hinge signi�cantly in�uence

robot aerodynamic performance and lifespan.

In this chapter, we explore wing hinge geometry in�uence on its lifespan and

robot lift generation. We describe an experimental study that results in signi�cant

hinge endurance improvement. Further, we quantify the relationship between wing

hinge sti�ness and pitching dynamics, which leads to a design method for wing hinge

pairing.

4.2 Hinge endurance

The RoboBee's wings �ap at 100-250 Hz with a peak-to-peak angular de�ection of

50◦-100◦. Over time, the repeated wing pitching motion causes hinge fatigue failure

that requires tedious hinge replacement and robot recalibration. This failure usually

occurs after ten minutes of cumulative �ight time, which corresponds to 60,000 to

150,000 �apping periods. The RoboBee uses a polyimide �lm as the compliant wing

hinge, which can be cycled to 107 times when the applied stress is limited to within

50MPa [41]. In this section, we examine hinge failure modes and propose designs that

dramatically increase the hinge lifespan.

4.2.1 Hinge design and manufacture

The �exure hinges examined in this chapter are built with the SCM fabrication

techniques [99], using a polyimide �lm as the �exible hinge and carbon �ber as the sti�
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Figure 4.1: Illustration of wing hinge design and stress relieving features. (a) The
wing �exure consists of a carbon �ber, polyimide, adhesive laminate. The �exure
length, width, and thickness determine the hinge sti�ness. (b) A standard wing
hinge with a rectangular �exure. (c) A wing hinge with rounded corner. (d) A wing
hinge with stress relief materials near the corners.

base and wing anchor. Figure 4.1a illustrates the cross section of a �exure laminate,

whose polyimide geometry determines the hinge bending sti�ness:

k =
Et3w

12l
. (4.1)

Here E is the Young's modulus of polyimide, l, w, and t are the �exure length, width,

and thickness, respectively. In section 4.3, we will discuss the in�uence of hinge

sti�ness on �apping dynamics.

We hypothesize that hinge failure originates from the hinge corners (�gure 4.1b),

where stress concentration is the highest due to an abrupt change of material sti�ness.

To reduce this potential stress concentration, we propose several hinge corner designs

such as rounded corners (�gure 4.1c) and stress relief (�gure 4.1d). Alternatively,

we can reduce overall �exure stress by varying the hinge geometry. Assuming con-

stant curvature along a bending hinge, we estimate the hinge stress by the following
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equation:

σ =
Eψt

2l
, (4.2)

where ψ is the pitch angle. Equation (4.2) implies that the hinge stress can be reduced

by decreasing the de�ection angle, decreasing the �exure thickness, or increasing the

�exure length. In our experiments, ψ cannot be easily changed without impacting

aerodynamic performance. The �exure thickness cannot be altered easily because only

certain polyimide �lm thickness are available (7.5µm, 12.7µm, 25µm). Therefore, we

decide to reduce the hinge stress by increasing the hinge length. According to equation

(4.1), we can maintain the same sti�ness by proportionally increasing the hinge width.

However, this scaling makes the wing hinge more susceptible to plastic deformation

and buckling. In the following sections, we explore hinge failure modes and evaluate

the e�ectiveness of each stress relieving method.

4.2.2 Hinge failure

To investigate hinge failure modes, we conduct �apping endurance experiments

using the setup introduced in Chapter 2. The wing driver �aps a wing until cracks

develop on the wing hinge. The cracks propagate on the wing hinge and eventually

a�ect the pitching kinematics. The change of �apping kinematics leads to anoma-

lous force pro�les, which are immediately detected by the force sensors. Once the

instantaneous maximum drag force exceeds 1.5 times of the initial measurements,

the control software triggers the high speed cameras, saves the corresponding force

measurements, and terminates the �apping experiments. Finally, we remove the wing

hinge pair and image the damaged wing hinge using a scanning electron microscope
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Figure 4.2: Hinge failure and its in�uence on �apping kinematics and force produc-
tion. (a) Top and front view image sequence of typical �apping motion. (b) Top
and front view image sequence of �apping motion with a torn hinge. (c) Drag force
measurement of a hinge endurance test. The spike in drag measurement indicates
hinge failures. (d) SEM images of a torn hinge. There is a primary tear at the upper
left hinge corner and a secondary tear at the lower right hinge corner.
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(SEM).

Figure 4.2 shows the results of a sample endurance experiment, in which the

�apping frequency and the voltage amplitude are set to 120 Hz and 140 V. Figure

4.2a, b compares the �apping kinematics before and after hinge failure. In a typical

�apping period (�gure 4.2a), the pitching angle is small during stroke reversal (T =

0.0 and T = 0.5) and reaches a maximum during midstroke (T = 0.25). In contrast,

the wing motion changes considerably as the crack propagates (�gure 4.2b). Wing

pitching becomes asymmetric in the beginning (T = 0.0) and end (T = 0.5) of a half

�apping period, and the maximum pitch angle exceeds 90◦. During wing midstroke

(T = 0.25), the top and bottom part of the wing hinge collide, leading to force spikes

along the drag axis. Figure 4.2c shows the corresponding force trace. Once the

maximum drag force exceeds 0.04 N, the system terminates the �apping experiment.

Figure 4.2d shows the SEM images of a failed wing hinge. We observe a primary

tear at the upper hinge corner closer to the wing tip (upper left corner of �gure 4.2d).

In addition, there is a smaller secondary tear at the lower hinge corner closer to the

wing root (lower right corner of �gure 4.2d). If the �apping experiment continues

after the cracks appear, the wing hinge tears completely within 500-1000 �apping

cycles.

4.2.3 Hinge endurance

To test the stress reducing features and the geometry scaling method, we con-

ducted endurance tests for four di�erent designs. These hinge designs include a

standard rectangular hinge (�gure 4.1b), a hinge with rounded corners (�gure 4.1c),
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Figure 4.3: Results of the hinge endurance test. (a) Hinge lifespan of four designs.
The hinge design with increased length lasts 13 times longer than the standard ones.
(b) Hinge lifespan as a function of hinge length. The lifespan grows exponentially as
length increases.

a hinge with extra stress relieving material (�gure 4.1d), and a scaled hinge that is

30% longer and wider. The standard hinge dimension is set to 1.45mm × 125µm ×

12.7µm. For each design, eight identical prototypes are tested to reduce manufac-

turing variability. In every experiment, the wing is driven at 160 Hz until the hinge

fails.

Figure 4.3a compares the lifespan of these designs. Compared to the standard

hinge design, rounded corner and stress relief features do not lead to signi�cant lifes-

pan improvements. In contrast, the hinge design that is 30% longer and wider shows

13 times increase in mean lifespan without noticeably a�ecting the pitching kinemat-

ics.

To further quantify how hinge length a�ects �exure hinge life, hinges with lengths

varying from 55 µm to 105 µm are tested until failure. Here the hinge widths are scaled

accordingly to ensure the same sti�ness. In these experiments, three hinges of the
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same design are tested to reduce variability. Figure 4.3b shows hinge lifespan grows

exponentially as hinge length increases, which implies that �exure endurance can be

improved signi�cantly through geometry scaling. We further extract the �apping

kinematics from each experiment and �nd little di�erence in the pitch (34±4◦) and

stroke (29.6±1.2◦) amplitudes. This result con�rms that the present scaling designs

do not signi�cantly impact the o�-axis hinge sti�ness and �apping dynamics.

4.3 A quasi-steady model of passive wing pitching

Besides a�ecting the robot lifespan, the wing hinge design further in�uences the

robot aerodynamic performance. Speci�cally, the passive wing pitch motion is af-

fected by aerodynamic loading, hinge torque, and wing inertia. The resultant pitch

kinematics impact lift and drag force production. In this section, we introduce a

method for choosing the optimal wing hinge sti�ness.

In previous studies, selecting the optimal wing hinge sti�ness requires testing of

multiple wing hinges over a wide range of robot operating conditions (driving voltage

and frequency). This tedious process is both time consuming and detrimental to

the robot actuator and transmission lifetime. We develop a quasi-steady model that

reduces the number of experiments needed for the wing-hinge pairing process. In

section 2.6.1, we approximate the �apping kinematics using four parameters: φmax,

ψmax, f , and δ. Out of these parameters, the robot directly controls the stroke

amplitude φmax and �apping frequency f . Assuming the relative phase δ is small in

most experiments, we propose a model that predicts ψmax given wing shape, hinge

sti�ness k, and input parameters φmax and f . Concurrently, the model predicts FL
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and FD at midstroke.

Our quasi-steady model is based on the blade element method used in numerous

previous studies of insect �ight (Dickinson et al. 1999; Sane & Dickinson 2001;Whit-

ney & Wood 2010). The blade element method states that the instantaneous force

on a translating wing chord is proportional to the local velocity squared. The total

force on a translating wing is given by the integral along the wing span direction:

Fi(t) =
1

2
Ci(α(t))ρ

� xr+R

xr

u2(r, t)c(r)dr, (4.3)

where ρ is the air density, u(r, t) is the local wing chord velocity, xr is the wing root

location, c(r) is the local chord length and i stands for either lift (L) or drag (D).

The force coe�cients Ci are functions of the angle of attack α, which is de�ned as

α = π/2−ψ. Since we are only interested in modeling the wing pitching at midstroke,

we ignore added mass and rotational circulation terms that are only important during

stroke reversal. Consequently, we only use the translational term (equation 4.3) of

the quasi-steady model to estimate the aerodynamic force and to predict the passive

pitching at midstroke. In equation (4.3) the lift and drag coe�cients CL and CD are

substituted with Dickson's dynamically scaled measurements (�gure 5 in Dickson et

al. [25]).

Equation (4.3) assumes fully prescribed kinematics; however, in our application

we need to solve a coupled �uid-wing system because the wing pitching is passive.
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We impose angular momentum balance to solve for wing pitch:

∑
i

τi = Iω + ω × Iω, (4.4)

where
∑

i τi is the sum of external torques, I is the moment of inertia tensor, and

ω is the angular velocity of the wing. At midstroke, α is a minimum if we assume δ

=0◦. The spanwise component of equation (4.4) is:

kψ − (FL cosα + FD sinα)Rcop = Ixxα̈ + (Iyy − Izz)φ̇2 cosψ sinψ, (4.5)

where k represents the hinge sti�ness, Rcop is the mean chordwise center of pressure

and Ixx is the e�ective rotational moment of inertia considering added mass con-

tributions from the surrounding �uid. We obtain Ixx, Iyy, and Izz from the CAD

modeling software SolidWorks (SolidWorks, 2013, Troy, MI), and adopt the added

mass corrections from Whitney & Wood [96].

Equation (4.3) and (4.5) form a coupled system that predicts lift, drag, and angle

of attack based on kinematic and morphological inputs. While parameters such as

hinge sti�ness and wing inertia are straightforward to calculate, the center of pressure

coe�cient Rcop is di�cult to model. Instead of using the sigmoid approximation in

section 3.2, we experimentally measure Rcop for a given wing planform. Rcop can

be calculated using measured kinematics at wing midstroke. We can substitute the
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kinematic parameters into equation (4.5) and obtain:

Rcop =
k(π/2− αmin)− 4π2f 2Ixx(π/2− αmin)− 4π2f 2(Iyy − Izz)φ2

max cosαmin sinαmin

FL cosαmin + FD sinαmin

.

(4.6)

To evaluate the performance of a particular wing, we �rst run several experiments

to measure the hinge kinematics. Then we solve for Rcop as a function of α using

equations (4.3) and (4.6). After Rcop(α) is computed, equations (4.3) and (4.6) can be

used to simultaneously predict lift, drag, and wing pitching kinematics for other driv-

ing conditions and hinge sti�ness. Due to the assumption that δ is small, equations

(4.3) and (4.6) are only invoked at midstroke.

In summary, this proposed quasi-steady model assumes purely sinusoidal stroke

and pitch motion with small phase shift δ. It reduces the number of wing hinge

fabrication and �apping tests needed for the wing-hinge pairing process. However,

the model ignores unsteady e�ects that maybe crucial for certain kinematic inputs.

In the next section, we examine the model accuracy and discuss its shortcomings.

4.4 Results and discussion

4.4.1 Accuracy of the quasi-steady model

To examine the robustness of the quasi-steady model, a wing is driven at various

input frequencies and voltage amplitudes. The wing is driven from 85 to 145 Hz in

steps of 5 Hz, and the driving voltage is increased from 80 V to 130 V in units of 10

V. We de�ne an operating point to be an input frequency and voltage pair. Four wing
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Hinge label w (mm) l (µm) t(µm) k (µN m/rad)

soft 1.25 140 7.5 0.73
normal 1.25 80 7.5 1.4
sti� 1.25 45 7.5 2.4

very sti� 1.25 155 12.7 3.4

Table 4.1: Polymer hinge geometries and sti�nesses. Four hinges with varying sti�ness
values are designed and manufactured to study passive hinge rotation as a function
of input stroke motion. The Young's modulus of the �exure material (Kapton) is 2.5
GPa.

hinges with di�erent sti�ness values are built to study the interplay of aerodynamic

and elastic hinge torques (table 4.1).

Assuming δ has negligible e�ect at midstroke, the quasi-steady model predicts

αmin during the translational phase. First, we quantify the relationship between two

kinematic parameters: φmax and ψmax. Figure 4.4a compares φmax and ψmax at various

testing conditions. Each curve in the graph represents a discrete frequency sweep

(85�145 Hz) at a �xed drive voltage. Figure 4.4b shows the same data by plotting

hinge angle as a function of wing tip velocity. It should be noted that all curves from

�gure 4.4a overlap in �gure 4.4b, which suggests a universal relationship between

maximum stroke velocity and maximum hinge angle. This observation con�rms that

the e�ect of the phase shift on the maximum translational lift is small at midstroke.

From the tracked wing kinematics we solve the quasi-steady model for the center

of pressure Rcop(α). As shown in �gure 4.5a, Rcop(α) is a monotonically increasing

function of α.

The experimentally measuredRcop(α) can be used to further predict changes to the

kinematic parameters as the hinge sti�ness varies. From an experimental perspective,

we aim to �nd the optimal hinge sti�ness for a given wing planform. Rather than
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Figure 4.5: Quasi-steady model prediction based on measured Rcop. (a) Normalized
center of pressure Rcop/c̄ versus minimum angle of attack α. The center of pressure is
measured with respect to the wing leading edge and is normalized by the mean wing
chord. Each curve represents a frequency sweep from 85 to 145 Hz at a �xed driving
voltage. (b) Hinge angle prediction as function of wing tip velocity at di�erent hinge
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curves).
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designing and testing a number of hinges, we can use the quasi-steady model to

predict αmin as the hinge sti�ness changes. Accurate predictions of αmin at varied

hinge sti�nesses greatly reduce the number of experiments needed for wing or hinge

characterization.

Figure 4.5b shows an example of using the quasi-steady model to predict αmin and

αmax relationships for di�erent wing hinges in various operating conditions. First,

according to the procedure discussed in section 4.3, we measure αmin for a wing

with a sti� hinge (black curve). Next, we solve for Rcop(α) by invoking equation

(4.6). Then we predict changes to αmin when the hinge sti�ness changes. Finally,

we manufacture a number of hinges and run experiments to compare with the model

prediction. As shown in �gure 4.5b, the predictions for the normal and very sti�

hinges (green and blue curves) show good agreement with the measurements. The

error between maximum predictions and experimental measurements for the normal

hinge is less than 4◦ (green curve). The maximum error for the very sti� hinge is

also less than 4◦ for small stroke velocity (blue curve). However, the experimental

measurement of wing tip velocity with the very sti� hinge does not exceed 5 m/s.

The actuator dynamics limits the range for comparison of experiment and model for

sti� hinges. However, the model does not include actuator dynamics and is thus not

limited.

While predictions for the normal and very sti� hinges show good agreement with

the experiments, the prediction for the soft hinge (red curve) in �gure 4.5b is inac-

curate at high stroke velocity. This discrepancy can be understood by observing the

large phase shift δ for the soft hinge design at high �apping frequencies, as shown
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Figure 4.6: The in�uence of phase shiftδ on mean lift. (a) Relative phase shift δ
as a function of frequency for changing hinge sti�ness. (b) Mean lift versus input
frequency with changing hinge sti�ness and driving voltage. (c) Mean lift coe�cient
versus input frequency. (d) Normalized mean lift coe�cient versus δ. All panels show
the same set of experimental data.

in �gure 4.6a. In our quasi-steady model, we assume δ ≈ 0◦. Consequently, it is

unsurprising that the model accuracy deteriorates at large δ.

4.4.2 In�uence of phase shift δ on lift

Our experimental data shows the dependence of δ on the hinge sti�ness and its

e�ect on the mean lift. Figure 4.6a shows δ versus f for di�erent hinge sti�ness,

where the driving voltage is �xed at 120 V. As the driving frequency increases or the
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hinge sti�ness decreases, we observe δ increases.

Figure 4.6b shows the mean lift versus the input frequency with changing hinge

sti�ness and driving voltage. Experimentally we observe that a sti�er hinge generates

a higher mean lift. While the kinematic parameters φmax, ψmax, and δ are interde-

pendent in our experiments, �gure 4.6c, d show the e�ect of δ by normalizing away

the e�ects of φmax and ψmax. Figure 4.6c shows the mean lift coe�cient:

CL =
FL

1
2
ρu2

rmsS
, (4.7)

where urms is the root mean square velocity given by

urms =

√
1

T

� T

0

u2(t)dt. (4.8)

In equation (4.8), T is the �apping period and u is the instantaneous wing tip velocity.

Here u(t) is approximated as a pure sinusoid based on the measured φmax. All exper-

iments show that increasing frequency corresponds to decreasing CL. Normalizing to

CL removes the e�ect of varying φmax in di�erent tests. We further remove the e�ect

of ψmax in �gure 4.6c. According to Dickson's formula, CL is approximately propor-

tional to sin(2α); hence, we normalize all measured CL values by the corresponding

measured αmin values. Figure 4.6d shows CL/ sin(2αmin) versus δ for all experiments,

which indicate negative correlation between CL are δ.

Figure 4.6d shows that CL/ sin(2αmin) reduces by a factor of 2 from δ = −30◦ to

δ =40◦, which suggests that δ has a large in�uence on the mean lift force. We further

compare the relative importance of δ on mean lift to that of the other kinematic
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parameters φmax, ψmax and f . Based on the quasi-steady model, the mean lift has a

quadratic dependence on f , a linear dependence on φmax and a trigonometric depen-

dence on ψmax. This suggests that the �apping frequency f is the most signi�cant

factor to the mean lift. Figure 4.6b shows the trend that the mean lift increases as

the driving frequency and voltage increase. However, as f and φmax increase, δ also

increases. As shown by the dotted red and green curves in �gure 4.6b, the e�ect of

δ gradually dominates at high frequency because the mean lift drops. Hence, the

relative importance of φmax, ψmax, f , and δ depends on the system operating condi-

tions. When φmax, ψmax, and f are small, increasing the �apping frequency is most

e�ective to increase the lift. On the other hand, sti�ening the wing hinge is more

e�ective when δ exceeds 40◦. For a �apping-wing vehicle, f and φmax are often limited

by actuator and transmission designs. Meanwhile, δ and ψmax are mainly in�uenced

by the choice of hinge sti�ness. Considering the limits on actuation, the choice of

appropriate hinge sti�ness is crucial towards achieving large mean lift.

In summary, the quasi-steady model yields accurate predictions of the passive

pitching angle ψmax for small or negative δ. The di�erence between quasi-steady

prediction of ψmax and measurements is always smaller than 6◦ for δ <40◦. However,

it does not account for unsteady mechanisms and fails at large δ.

Although the passive pitching experiments investigate the in�uence of δ on lift

production, they are limited because we do not have independent control over δ

and ψmax. To completely isolate the e�ect of δ, we need to vary δ while holding

other kinematic parameters constant. This experimental limit motivates the need

to develop high �delity numerical models, in which stroke and pitch motion can be
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independently prescribed. In the next chapter, we introduce 2D and 3D numerical

models that investigate the �ow structures unique to �apping �ight.
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Numerical models of �apping �ight

5.1 Introduction

In the previous chapters, we explore wing-structure interaction by experimentally

varying the wing morphology and the hinge sti�ness. While these experiments lead

to signi�cant performance improvements, they do not investigate the underlying �ow

structures related to �apping �ight. Without studying the underlying physics, it is

di�cult to generalize the experimental results to other robotic �appers of di�erent

size and actuation design.

Thus far we have adopted the blade element method [96] and propose a quasi-

steady model to interpret the �apping experiments with passive pitching. Although

computationally simple, the quasi-steady model involves many �tting parameters and

does not fully capture the underlying aerodynamics. For instance, the model assumes

the system always remains in equilibrium despite that �apping �ight is intrinsically

unsteady. Consequently, the model does not concern �ow history and induced �ow
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structures. These �ow structures and their time evolvement, such as the growth

and shedding of the leading and trailing edge vortices, are unique and crucial to

�apping �ight [23, 27]. This theoretical limitation motivates us to develop high �delity

numerical models, which are derived from �rst principles to describe unsteady �uid-

wing interactions.

In this chapter, we develop a number of computational models to investigate the

�ow structures associated with �apping �ight. We compare the quasi-steady, the 2D,

and the 3D numerical models to experimental measurements and examine the tradeo�

between model complexity and computational cost. By exploring the relationship

between �apping kinematics and induced �ow, we o�er insights to the experimental

results observed in the previous chapters.

5.2 The Navier Stokes equation

The quasi-steady model ignores two fundamental properties of �apping �ight: un-

steadiness and viscous interaction. Derived from �rst principles, the Navier Stokes

equation o�ers a complete description of �uid �ow and �uid-solid interactions. We

model �apping-wing �ight through numerically solving the incompressible Navier

Stokes equation, which has the form:
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ρ
∂u

∂t
+ ρ(u ·∇)u = −∇p+ µ∇2u, (5.1)

∇ · u = 0, (5.2)

u|wing = (u, v)wing, (5.3)

p|∞ = 0. (5.4)

In equation (5.1), u and p denote the �uid velocity �eld and the pressure �eld. The

parameters ρ and µ denote the �uid density and viscosity. The term ρ∂u
∂t

accounts for

temporal unsteadiness; the term ρ(u ·∇)u accounts for spatial convection; the term

∇p represents pressure contribution; and the term µ∇2u describes viscous e�ects.

Equation (5.2) states the incompressibility condition, which is enforced by solving

the corresponding pressure �eld.

The boundary condition given by equation (5.3) describes the time-varying �uid-

wing interactions. Due to this non-slip boundary condition, �uid on the wing surface

moves at the same velocity as the wing. This boundary condition implies viscous

e�ects are signi�cant near the wing surface, and that viscous interaction contributes

to boundary layer and vortex evolvement. Finally, we set the far �eld pressure to

zero to ensure the problem is well-posed.

This Navier Stokes equation is a non-linear, second order partial di�erential equa-

tion. Unlike the quasi-steady model, this equation does not involve any �tting pa-

rameters. In addition to solving both the �ow �eld and the pressure �eld, we can
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calculate the forces and torques on a �apping wing:

F =
�
wing

n̂ · σda,

T =
�
wing

r × (n̂ · σ)da.

(5.5)

Here n̂ is the wing surface normal, r is the displacement from the wing root, and σ

is the stress tensor:

σ = −pI +
1

2
µ(∇u+ (∇u)T ). (5.6)

The Navier Stokes equation does not have a closed-form solution. While a number

of numerical methods [16, 40, 56, 84] have been developed for various applications,

these methods are computationally expensive compared to the quasi-steady model.

In the following section, we develop 2D and 3D numerical models and examine their

accuracy and computational cost.

5.3 2D CFD models

The 2D CFD models approximate �apping �ight by projecting the motion of a

wing chord at midspan onto a 2D plane. As discussed in Chapter 2, this simpli�-

cation approximates wing stroke motion as a sinusoidal planar translation with the

amplitude L = rmidφmax, where rmid is half of the wingspan and φmax is the stroke

amplitude. Due to this kinematic approximation, the 2D model cannot investigate

wing morphology in�uence and the �ows parallel to the wingspan. On the other hand,

it is computationally simpler compared to 3D numerical solvers. In the next section,

we describe the numerical methods for solving the 2D model.
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5.3.1 2D simulation with fully prescribed kinematics

The structure of the numerical solver is adopted from the method developed in

Hesthaven & Warburton [47]. To solve this time dependent equation, each time step

is decomposed into three stages. The �rst stage explicitly solves for an intermediate

�eld ũ using a second order Adams-Bashforth method:

3
2
ũ− 2un + 1

2
un−1

4t
= −2(un ·∇)un + (un−1 ·∇)un−1. (5.7)

In the second stage, we impose the incompressibility condition to solve for the pressure

�eld p. This step is formulated as an implicit Poisson problem with the Neumann

boundary condition along the wing surface:

1
ρ
∇2pn+1 = 3

24t∇ · ũ

BC : 1
ρ
n̂ ·∇pn+1 = −2n̂ · (Dun

Dt
− ν∇2un) + n̂ · (Dun−1

Dt
− ν∇2un−1)

(5.8)

In the third stage, we calculate the �ow �eld by implicitly solving a Helmholtz equa-

tion with the Dirichlet boundary condition along the wing surface:

−∇2un+1 + 3
2ν4tu

n+1 = 3
2ν4t(ũ−

24t
3ρ
∇pn+1)

BC : un+1|∂Ω = u|wing
(5.9)

Since this method uses an explicit scheme for solving the non-linear advection step, it

requires small time step to guarantee convergence. In contrast, the pressure projection

and viscous correction steps are solved implicitly. These steps have less restriction on

time step size but are computationally expensive.
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We implement the nodal discontinuous Galerkin �nite element method (DG-FEM)

towards solving the equations. For the implicit steps, we adopt the internal penalty

�ux formulation to construct the positive de�nite Laplace operator. We use the open

source package DistMesh [76] to generate the Delaunay triangulation mesh, in which

smaller mesh elements are speci�ed near the wing leading and trailing edges to resolve

�ow-structure details. The mesh radius is chosen to be 15 times the wing chord to

reduce arti�cial boundary e�ects. In this nodal method, we interpolate the solution

using �fth order Lagrange polynomials.

In this solver setup, the Laplace and Helmholtz operators are only dependent on

the mesh geometry. In each time step, the numerical systems are solved implicitly

using the identical operator. To improve the computational e�ciency, we compute the

Cholesky decomposition of the operators during solver initialization. Consequently,

the mesh geometry must remain time independent. To account for the time varying

boundary conditions induced by the �apping wing kinematics, we rewrite the Navier

Stokes equation in a non-inertial system de�ned by (ξ, η):

∂û
∂t

+∇ξû · ξt +∇ξ · JT ûû = −1
ρ
J∇ξp̂+ ν∇2

ξû

∇ξ · (JT û) = 0

. (5.10)

In equation (5.10), the velocity and the pressure �elds û and p̂ are functions of the

moving coordinates that satisfy:

û(ξ, η, t) = u(x, y, t)

p̂(ξ, η, t) = p(ξ, η, t)

. (5.11)
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Elements of the Jacobian matrix are de�ned as: Jij =
∂ξj
∂xi

. The boundary conditions

are speci�ed by the wing stroke and pitch motions de�ned in equation (2.3). To

ensure that this is well-posed, we prescribe the wing stroke and pitch kinematics.

This formulation allows us to independently vary the kinematic parameters φmax,

ψmax and δ.

Once the �uid velocity �eld and the pressure �eld are solved, we can compute the

force per unit length using equation (5.5). In the 2D formulation, the expanded form

of equation (5.5) is given by:

fL = −
�
wing

(−pny + µ∂u
∂y
nx + µ ∂v

∂x
ny + 2µ∂v

∂y
ny)dl

fD = −
�
wing

(−pnx + 2µ∂u
∂x
nx + µ ∂v

∂x
ny + µ∂u

∂y
ny)dl

. (5.12)

We can further compute the instantaneous chordwise lift and drag coe�cient as:

CL = fL
1
2
ρu2xc

CD = fD
1
2
ρu2xc

, (5.13)

where ux is the instantaneous leading edge speed and c is the local wing chord length.

To predict the net force on a �apping wing, we need to substitute these force coe�-

cients into the blade element method given by equation (4.3). Figure 5.1a illustrates

the moving wing coordinates (ξ, η), the inertial coordinates (x, y), the de�nition of

fL and fD and the �uid torque τf . Figure 5.1b shows an enlarged image of the

computational mesh.
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Figure 5.1: The setup of the 2D FEM-DG numerical solver. (a) A moving wing
coordinate is de�ned by (ξ, η) and an inertial coordinate is de�ned by (x, y). The
direction of lift force always points upward, and the direction of drag force is always
opposite to the stroke velocity u. (b) A zoomed-in image of the triangulated compu-
tational mesh. Finer elements are generated near the leading and trailing edges to
resolve �ow details. The mesh tip geometry in (b) facilitates convergence and does
not compromise lift and drag accuracy.

5.3.2 2D simulation with passive pitching

To study �uid-wing interaction, we generalize the numerical model to account for

wing passive pitching. At each computation time step, the incompressible Navier-

Stokes equation is solved to obtain the instantaneous �ow �eld and pressure �eld.

The computed �ow exerts �uid torque on a passive polymer hinge that is modeled as

a torsional spring. Consequently, we can formulate an ordinary di�erential equation

(ODE) that models the wing pitching:

ixxψ̈ + kψ + τf = 0, (5.14)
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where k is the hinge sti�ness and ixx is the principal moment of inertia in the spanwise

direction. This ODE is solved using a forward Euler method. This coupled PDE�ODE

system allows us to numerically model the passive wing pitching motion.

In equation (5.14), ixx is computed with respect to the wing leading edge using

the parallel axis theorem and does not include an added mass correction as it is in the

quasi-steady model. Since this is a 2D numerical model, ixx and k are normalized to

quantities per unit length. Here, ixx is normalized by the wing span as ixx = Izz/R.

Since the �apping motion has a 3D rotational component, it is important to adjust

for 3D e�ects when setting the hinge sti�ness. The normalized hinge sti�ness value

needs to be a function of the wing chord spanwise location and the wing shape; k

should have the form of:

k =
1

β
(
r

R
)2K

w
, (5.15)

where K is the wing hinge sti�ness, w is the hinge width, r = R/2 gives the spanwise

scaling, and β is a dimensionless number that accounts for wing shape and other 3D

e�ects. In the comparison between experiments and simulations, we experiment with

several values of β and choose the best �tting value.

5.4 3D CFD models

While we primarily use 2D CFD models to study �uid-wing interactions, we also

set up 3D CFD solvers and compare the similarities and di�erences between 2D and

3D simulations. In addition to describing �ow structures shown in the 2D solver, the

3D model further considers spanwise �ow and wing geometry in�uence. However, the
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3D simulations are computationally expensive. In the following sections, we describe

the 3D solver implementation.

5.4.1 3D simulation with fully prescribed kinematics

The 2D and the 3D models share similar computational structures. To general-

ize the numerical methods to the third dimension, we adopt 3D basis functions in a

tetrahedron mesh. Figure 5.2 shows the wing mesh dimensions, the inertial coordi-

nates (x, y, z), the moving coordinates (ξ, η, ς), and the wing surface mesh. The mesh

radius is chosen to be 10 times the mean wing chord to avoid boundary e�ects. The

3D tetrahedral mesh is generated by the open source package gmsh [39]. The mesh

consists of 140,000 tetrahedral elements and we use �rst-order Lagrange polynomials

as the interpolation basis function. A �rst-order limiter based on Tu & Aliabadi [88]

is implemented to remove arti�cial numerical oscillations. This 3D method has a

�rst-order spatial convergence rate and a second-order temporal convergence rate.

While the explicit advection step is solved using the same method as that of the 2D

solver, the implicit pressure and velocity updates are solved using iterative methods.

Since the 3D solver involves signi�cantly higher number of mesh elements, memory

usage becomes a computational bottleneck. Direct Cholesky factorization can intro-

duce large ��ll-in� e�ect, which dramatically increases the memory storage. Instead,

we use incomplete Cholesky factorization to compute a zero �ll-in preconditioner.

To solve the implicit Poisson and Helmholtz equations, we use the preconditioned

conjugate gradient iterative method. Compared to the 2D model, the 3D simulation

runtime and memory usage are over 30 times more costly. The 2D simulation requires
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Figure 5.2: Computational mesh of 3D CFD simulations. (a) The spherical compu-
tational domain radius is 10 times the mean wing chord. (b) De�nition of the inertial
coordinate system (x, y, z) and the moving coordinate system (ξ, η, ζ). Both have
their origins at the leading edge of the wing root. (c) An enlarged view of the wing
surface mesh. The computational mesh consists of 140,000 tetrahedral elements and
15,000 surface elements.

2 gigabytes of memory and spends approximately 2 hours per �apping period; the

3D simulation requires 50 gigabytes of memory and uses 3 days per �apping period.

Details of solver validation are shown in appendix B.

Unlike the 2D numerical model, the 3D CFD model directly computes instanta-

neous forces without normalizing to chordwise lift or drag coe�cients. By expanding

equation (5.5), we obtain the expressions:

Fx = −
�
wing

((−p+ 2µ∂u
∂x

)nx + µ(∂u
∂y

+ ∂v
∂x

)ny + µ(∂u
∂z

+ ∂w
∂x

)nz)da

Fy = −
�
wing

(µ( ∂v
∂x

+ ∂u
∂y

)nx + (−p+ 2µ∂v
∂y

)ny + µ(∂v
∂z

+ ∂w
∂y

)nz)da

Fz = −
�
wing

(µ(∂w
∂x

+ ∂u
∂z

)nx + µ(∂w
∂y

+ ∂v
∂z

)ny + (−p+ 2µ∂w
∂z

)nz)da

. (5.16)
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Based on the coordinate system setup, the lift and drag magnitudes are given by:

FL = Fz

FD =
√
F 2
x + F 2

y

. (5.17)

5.4.2 3D Simulation with passive pitching

To investigate �uid-wing interaction, we generalize the 3D solver to model passive

pitching. We model the wing hinge as a torsional spring and formulate a coupled PDE-

ODE system. The wing pitch component of the Euler angular momentum equation

is given by:

Kψ + τf = −Ixxψ̈ − (Iyy − Izz)φ̇2 cosψ sinψ, (5.18)

where K is the wing hinge sti�ness, τf is the �uid torque along the wing pitch axis,

and Ixx, Iyy, and Izz are the wing principal moments of inertia. This second order

ordinary di�erential equation describes the passive wing pitching motion. In each

time step, the �uid torque τf is calculated based on the solutions of the velocity and

the pressure �elds. Next, τf serves as the input to equation (5.18), which calculates ψ̈.

The solution of the wing pitching kinematics serves as the input to the PDE system

for the next time step. This coupled PDE-ODE system describes the �uid-wing

interaction mediated by a torsional hinge.

5.5 Model comparison

Our numerical model enables detailed studies of unsteady phenomena. In this

section, we compare the measured and the computed lift to examine the accuracy of
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the 2D and the 3D models. We also compare the measured the computed vorticity

�elds for a number of wings �apped with similar stroke but di�erent pitch kinematics.

Furthermore, we use the numerical simulator to explore portions of the parameter

space that are not covered by our experimental setup. Through these numerical

studies, we quantify the e�ects of the relative phase shift d on the mean lift and drag

coe�cients CL and CD.

5.5.1 Comparison of numerical models and experiments

First, we examine the similarities and di�erences between the 2D and the 3D

models. In one of the �apping experiments we measure φmax = 34◦, ψmax = 43◦, and

δ = 0◦ when the system is driven at 120 Hz. We use these kinematic parameters

as the input and solve the 2D �ow problem for the chord segment at wing midspan.

Further, we use the 3D model to solve for the �ow along the entire wing.

Figure 5.3a�f compare the 2D and 3D computed �ow �elds and pressure �elds at

wing midspan. The 2D and 3D �ow �elds are qualitatively similar although we observe

stronger downwash in the 2D case. While the pressure pro�les near the wing surface

are similar, in the 2D case low-pressure regions are present in the wake. These low-

pressure regions correspond to previously shed vortices. In the 3D case shed vortices

decay much faster; hence, the wake does not have complex vortex structures.

Figure 5.3g, h show �ow features that are unique to the 3D simulation. Figure 5.3g

describes the spanwise �ow at wing midspan, which is driven by the pressure gradient

between the wing root and the wing tip. This �ow weakens downwash because �uid

momentum is dissipated in the spanwise direction. In addition, the spanwise �ow
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Figure 5.3: Qualitative comparison of 2D CFD and 3D CFD models. (a�f) Flow �eld
and pressure �eld comparison; (a�c) show the 3D CFD results and (d�f) show the
corresponding 2D CFD results. We show the solution on a chordwise plane at wing
midspan. (g, h) Flow features that are unique to the 3D CFD model. In (g) it is
shown that there is �ow from wing root to wing tip on the upper wing surface. (h)
The isovorticity contour near the wing surface, showing the LEV, the trailing edge
vortex (TEV) and a tip vortex. The value of the isovorticity contour is 1200 s−1. The
units of the velocity �elds Ux, Uy and Uz are m s−1. The units of the pressure �elds are
N/m2. Both the 2D and 3D meshes use elliptical cross-sections for fair comparison.
This meshing choice facilitates convergence of the numerical solver.

transports vorticity to the wing tip. Figure 5.3h shows the isovorticity contour along

the wing surface. In addition to the LEV and TEV that are also observed in the 2D

simulation, there is also a strong tip vortex on the upper wing surface.

The 3D simulation describes spanwise �ow and shows the presence of a tip vor-

tex. While these e�ects are ignored in the 2D simulation, the pressure pro�les are

qualitatively similar. We further compare computed lift forces with experimental

measurements in �gure 5.4a.

Figure 5.4a, c report the measured time varying lift force (red) and the simulated

lift and drag forces. The green curves represent the 2D CFD simulations and the

blue curves show the 3D CFD results. Both the 2D and 3D simulations show that

primary lift and drag peaks occur early in the stroke deceleration phase. The growth
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Figure 5.4: (a) Lift and (c) drag force comparison for the 2D CFD model (green),
the 3D CFD model (blue) and the experimental measurement (red). The yellow
regions represent the stroke acceleration phase and the violet regions represent the
stroke deceleration phase. Relationship between (b) the LEV strength and (d) the
associated pressure �eld. The LEV is fully developed during the stroke deceleration
phase and it corresponds to a strong low-pressure region on the wing upper surface.
The illustrations in (b, d) are computed from the 2D CFD model. The units of the
vorticity and pressure �elds are s−1 and N/m2, respectively.

and shedding of the LEV is the primary lift generation mechanism for �apping �ight.

Figure 5.4b, d show the LEV on an impulsively started wing and the corresponding

pressure �eld computed by the 2D CFD model. In the stroke acceleration phase, the

vorticity on the upper wing surface is small. In the stroke deceleration phase, the LEV

is fully developed and we observe a strong low-pressure region attached to the upper

wing surface. Physically, a strong vortex always corresponds to a low-pressure region

because streamline curvature implies an outward pointing radial pressure gradient.

Compared with experimental measurements, both the 2D and the 3D CFD models

give accurate lift force predictions during the stroke deceleration phase (violet). Due

to the lack of stabilizing spanwise �ow, the LEV in the 2D simulation is shed prior

to that of the experimental measurement. However, the 2D LEV also decays slower
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due to the lack of spanwise �ow. Consequently, the e�ect of early LEV detachment

is compensated by the slow LEV decay. These 2D e�ects counteract each other and

lead to accurate lift force prediction in the stroke deceleration phase.

However, the 2D CFD model is less accurate in the stroke acceleration phase

(yellow) due to interactions with shed vortices and stronger downwash. In the stroke

acceleration phase the 2D CFD model underpredicts both lift and drag forces. The

experimentally measured mean lift is 0.46 mN; the 2D and 3D CFD model estimates

are 0.31 mN and 0.46 mN respectively. In addition, the relative root mean square

error of model estimation can be computed as:

erms =

√�
T

(Fmeasure − Fmodel)2dt√�
T
F 2
modeldt

, (5.19)

where the integration interval is between the third and the sixth period. The 2D and

3D model errors are 34%, and 4.5% respectively. In the 2D simulation, the stroke

acceleration phase (yellow) and deceleration phase (violet) contribute 86% and 14%

of the total model error, suggesting that the shed vortex interaction in the stroke

acceleration phase causes the greatest 2D model error. For completeness, �gure 5.4a

also shows the drag force predicted by the 2D and 3D models. The mean drag forces

computed by the 2D and 3D models are 0.57 mN and 0.71 mN respectively. Due to

the reasons discussed in Chapter 2, we do not report experimental time varying drag

measurements.
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5.5.2 Vorticity �eld comparison

The vorticity �eld o�ers a very informative description of �uid�wing interaction

and lift and drag generation. Since the �ow is modeled as incompressible, comparing

the experimentally measured and computed vorticity �elds is equivalent to comparing

both the x and y components of �uid velocity �elds. In addition, as we have discussed

in section 5.5.1, there is an intuitive connection between the vorticity �eld and the

pressure �eld. Here, we experimentally compare the measured vorticity �elds with

the computed vorticity �elds.

We perform experiments on four di�erent wing designs with di�erent aspect ratios

(AR = 3, 3.5, 4.5, 5). All wings are �apped at 120 Hz, and we vary the input drive

voltage to achieve similar stroke motion for each wing. We measure the �apping

kinematics and the associated �ow �elds using techniques described in Chapter 2,

and then we run 2D numerical simulations with the measured kinematic parameters

φmax, ψmax, f , and δ. These experiments evaluate the 2D CFD model accuracy and

explore the e�ect of the phase shift δ on LEV strength. Di�erent wing shapes are used

in the experiments to achieve di�erent values of δ while maintaining similar stroke

motions. These passive pitch experiments and 2D simulations are not intended to

explore wing shape in�uence on mean lift.

Figure 5.5 compares the numerically computed vorticity �eld with the measured

vorticity �eld for the wing with AR = 3. We show the vorticity �eld during the 10th

computational period to avoid initial transients. While there is some noise in the

measured vorticity �eld due to motion blur and numerical di�erentiation, we observe

qualitative agreement between experiments and simulations. In �gure 5.5(a, c, e, g, i,
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Figure 5.5: Vorticity comparison between experimental measurements and simula-
tions for Re = 520. The wing aspect ratio is 3, and the wing is �apped at 120 Hz
with leading edge displacement equal to 3.7 mm. The relative phase shift is 22◦. Red
color corresponds to counterclockwise rotating vortices and blue color corresponds to
clockwise rotating vortices: (a, c, e, g, i, k, m, o, q, s) the experimentally measured
vorticity �elds: (b, d, f, h, j, l, n, p, r, t) the computed vorticity �elds (2D CFD),
for (a, b) T = 10.0, (e, f) 10.1, (i, j) 10.2, (m, n) 10.3, (q, r) 10.4, (c, d) 10.5, (g,
h) 10.6, (k, l) 10.7, (o, p) 10.8, (s, t) 10.9. The unit of the vorticity plots is s−1.
The color scale of the vorticity plots is estimated based on camera frequency and lens
magni�cation.
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k, m, o, q, s), experimental measurements show a growth of the LEV during the wing

translation phase and vortex shedding during wing reversal. Similar vortex growth

and shedding patterns are observed through the numerical simulations shown in 5.5(b,

d, f, h, j, l, n, p, r, t). There are some di�erences between the measurements and the

simulations. In the experiments, the LEV is concentrated more closely around the

leading edge, whereas in simulations the vorticity is more spread out along the upper

wing surface. In addition, shed vortices decay quickly in our experiments whereas

shed vortices are much stronger in the simulations. These di�erences may be due

to the 2D �ow assumption of our numerical solver. In 2D simulations, shed vortices

(both LEV and TEV) are in�nitely long vortex �laments and decay slowly. On the

other hand, shed vortex structures in 3D �apping experiments have radially outward

momentum due to the spanwise �ow. The in�uence of the shed wake structure on

the wing weakens as the LEV and the TEV move in both downward and outward

directions. In addition, because a 3D vortex has �nite length, it decays faster due

to viscous dissipation. As a result, interactions between previously shed vortices and

the wing are weaker in 3D �ow. Details about 3D wake structures around a �apping

wing can be found in Cheng et al [13].

We quantitatively measure the LEV strength for comparison between simulation

and experiment. The �apping kinematics of all four wings have similar stroke motion

(�gure 5.6a) and identical driving frequency. Figure 5.6b shows the measured pitch

motions. As wing aspect ratio increases, the relative phase shift between stroke

and pitch motion decreases. Figure 5.6c shows the experimentally measured leading

edge circulation as a function of time during a �apping period. We measure the
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Figure 5.6: (a) Experimentally measured wing stroke motion as a function of time.
(b) Wing pitch rotation as a function of time. The arrow indicates that increasing
wing aspect ratio (AR) corresponds to decreasing phase shift δ. The stroke and
pitching motions shown in (a, b) are projected to the lowest Fourier component for
numerical simulation. (c) Experimentally measured leading edge circulation as a
function of time. (d) Numerically computed circulation as a function of time. The
unit of circulation in (c, d) is m2/s. The arrows in (c, d) indicate that increasing
aspect ratio AR corresponds to increasing leading edge circulation. The bounding
box that de�nes the leading edge circulation region is shown in �gure 4(d). In all
graphs, time is normalized to one �apping period.
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leading edge circulation by integrating the vorticity in a small rectangle around the

leading edge. The bounding box dimension is chosen to include the entire LEV

while excluding contributions from previously shed vortices. We only integrate over

negative vorticity (clockwise rotating vortices) to avoid cancellation between positive

and negative vorticity on opposite wing surfaces. The integration formula is given by:

ΓLEV =

∣∣∣∣�
box

(∇× u)z · ((∇× u)z ≤ 0)da

∣∣∣∣ , (5.20)

where (∇ × u)z is the z component of the vorticity vector, and the conditional

statement (∇ × u)z ≤ 0 avoids contributions of positive vorticity on the other side

of the wing surface. The strength of the LEV between period = 0 and period = 0.5

directly correlates to the lift force production. At around the half-period point, the

wing reverses and a previous LEV is shed and attaches to the lower wing surface.

Experimentally, we observe that �apping experiments with advanced pitch rotation

correspond to stronger leading edge circulation. Figures 5.6b, c show that wings

with larger leading edge circulation also have more negative phase shift δ. This

experimental observation is con�rmed by the numerical simulations shown in �gure

5.6d. The simulation results con�rm that wings with more negative phase shift have

larger leading edge circulation.

5.5.3 Numerical simulation with passive hinge rotation

In section 5.3.2, we introduced a 2D coupled �uid�mesh model that allows us to

prescribe stroke motion and compute passive hinge rotation. Using the measured

stroke kinematics of the AR = 3 wing in �gure 5.6a as the input, we compute passive
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pitch motion and the vorticity �elds. The parameters in equation (5.14) are found

using the method discussed in section 5.3.2. The normalized moment of inertia ixx

is 0.12 mg mm. We run a number of simulations and identify the best �tting to be

2.8. The normalized hinge sti�ness k is calculated to be 100 mN/rad using equation

(5.15).

Figure 5.7 shows qualitative agreement of the vorticity �eld between the exper-

imental measurement and the passive hinge simulation. We observe similar LEV

formation and vortex shedding behaviors. Due to the lack of spanwise �ow, the 2D

simulation is less stable than the 3D experiments. We observe that a small LEV

detaches at T = 10.7, and at the same time a new LEV quickly develops on the

wing upper surface. At T = 10.8 and T = 10.9, the new LEV on the upper wing

surface is qualitatively similar to the measured LEV. Although we observe an in-

stance of instability, the LEV pro�le during the downstroke (10.75 ≤ t ≤ 11.0) is

qualitatively similar to the measurement. Hence, the in�uence of this early shedding

on lift is not signi�cant. This coupled �uid�mesh simulation demonstrates that the

numerical solver can reasonably describe passive hinge rotation when given the stroke

kinematics.

5.5.4 E�ect of relative phase shift

In sections 5.5.2 and 5.5.3 we show that simulations with fully or partially pre-

scribed kinematics yield good agreement with experimental measurements. Here we

use numerical simulations to explore kinematic inputs that cannot be studied using

the existing experimental setup. In Chapter 4, �gure 4.6d showed that the mean lift
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Figure 5.7: Vorticity comparison between experimental measurements and passive
pitching simulations for Re = 520. Red corresponds to counterclockwise rotating
vortices and blue corresponds to clockwise rotating vortices: (a, c, e, g, i, k, m, o, q,
s) the experimentally measured vorticity �elds; (b, d, f, h, j, l, n, p, r, t) the computed
vorticity �elds (2D CFD), for (a, b) T = 10.0, (e, f ) 10.1, (i, j) 10.2, (m, n) 10.3, (q,
r) 10.4, (c, d) 10.5, (g, h) 10.6, (k, l) 10.7, (o, p) 10.8, (s, t) 10.9. The unit of the
vorticity plots is s−1.
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plummets when δ is large and positive. However, we cannot experimentally isolate the

e�ect of δ because the pitching motion depends on the stroke and frequency operating

points.

We study the e�ect of δ numerically through simulations with fully prescribed

kinematics. Figure 5.8 shows the time-averaged lift and drag coe�cients as a function

of the δ while holding other kinematic parameters constant. Here, we set φmax = 34◦,

ψmax = 43◦, and f = 120 Hz. Figure 5.8a shows the CL and CD of an impulsively

started wing for half of a �apping period and 5.8b shows the averages for six �apping

periods. In the �rst half-stroke there are no downwash or wake capture e�ects; hence,

�gure 5.8a quanti�es the e�ect of δ on translational lift and drag alone. Figure 5.8b

shows the variation of CL and CD due to δ on both translational and rotational

motion.

Both �gures 5.8a, b show that CL and CD decrease as δ increases. Compared with

δ = 0◦, the 2D simulation of δ = =30◦ shows a 61% increase of CL and a 66% increase

of CD. On the other hand, at δ = 30◦, we observe a 44% decrease of CL and a 7.1%

decrease of CD.

Figure 5.8c further shows the CL and CD dependence on d through 3D simulations.

Since 3D CFD simulations are less in�uenced by shed vortex interactions and down-

wash e�ects, we only show the case of averaging over six periods. The 3D simulations

show that CL and CD reduce by 52% and 38% from δ = =30◦ to δ = 40◦, respectively.

The mean lift and drag coe�cients are monotonically decreasing functions of δ. We

observe that the half-period 2D result is more similar to the 3D simulation than the

six-period 2D result. This suggests that unsteady vortex interactions and downwash
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Figure 5.8: Plots of CL, CD and CL/CD as functions of δ. All simulations are run with
φmax = 34◦, ψmax = 43◦, f = 120 Hz, while the phase parameter δ is varied from =40◦

to 30◦. (a) Time-averaged lift and drag coe�cients for an impulsively started wing for
a half �apping period. (b) The same simulations averaged over six �apping periods.
Panels (a) and (b) Show 2D CFD results. (c) Three-dimensional CFD simulation of
mean lift and drag coe�cients averaged over six �apping periods. (d) Comparison of
CL/ sin(2αmin) between 2D and 3D simulations and measurements.
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may be the main factors of discrepancy between 2D and 3D simulations.

Figure 5.8a-c also show the ratio CL/CD as a function of δ. The ratio CL/CD is an

important MAV design parameter because it relates to �ight endurance. Instead of

maximizing mean lift, it is energetically more e�cient to maximize CL/CD in �ight.

Both 2D and 3D simulations show that CL/CD is small when the phase shift δ is much

less than 0◦ or much greater than 0◦. In particular, the 3D CFD simulation shows that

CL/CD is a maximum at δ = =5◦, which suggests δ ≈ 0◦ to be a desirable operating

point. This suggests that optimization based on a quasi-steady model (which assumes

δ = 0◦) will be fruitful in a future study.

Finally, �gure 5.8d compares the CL/ sin(2αmin) dependence on δ between experi-

ments, 2D and 3D simulations. The data shown in �gure 5.8d are taken from �gures

4.6d and 5.8b, c. In passive pitching experiments, the minimum angle of attack varies

in di�erent driving conditions; hence, we normalize e�ects of di�erent αmin values by

dividing by sin(2αmin). Although 2D simulations underestimate CL/ sin(2αmin), both

2D and 3D simulations show a similar trend to the experiments.

In this chapter, we developed numerical solvers to explore the �ow structures

associated with �apping-wing �ight. Both simulations and experiments show that

a negative phase shift corresponds to a stronger LEV and thus larger lift and drag

forces. Furthermore, we �nd that wings with sti�er hinges achieve favorable pitching

kinematics that lead to larger mean lift forces. In addition to investigating �apping

�ight in air, the numerical simulations can be modi�ed to study aquatic �apping in

water. In the next chapter, we explore the similarities of �apping wing propulsion in

aerial and aquatic environments.
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Flapping propulsion in aquatic

environment

6.1 Introduction

Mobile robots capable of locomotion through complex environments are becoming

increasingly essential for search-and-rescue, surveillance, and environment exploration

applications [17]. Aerial vehicles [59, 65] are attractive for these applications because

they can survey large areas and bypass heterogeneous ground with ease. However,

unlike ground-based robots that have been shown to be able to move across rough

terrain and within water [18], current aerial robots are incapable of multi-modal

locomotion through air and water which limits their utility [81].

The concept of dual aerial, aquatic vehicles emerged in 1939 when Russian engineer

Boris Ushakov proposed the ��ying submarine� [1]. In recent years, several �xed-wing

dual aerial, aquatic testing platforms have been developed [31, 61]. However, designs

95



Chapter 6: Flapping propulsion in aquatic environment

that rely on traditional airfoils to generate lift and rotary propellers to generate

thrust have been unsuccessful in achieving aquatic and aerial motion. The di�erence

in density between air and water (1.2 kg·m3 and 1000 kg·m3, respectively) poses

challenges to choosing suitable wing size, vehicle cruise speed, and propeller speed.

While underwater vehicle designs aim to minimize surface area to reduce drag, aerial

vehicle designs need large airfoils to maintain lift. This design con�ict, in addition

to the reduction of rotary motor e�ciency at small scales, makes �xed-wing designs

ine�ective for hybrid aerial, aquatic micro-vehicles.

There are a number of biological examples of hybrid aerial and aquatic locomotion

including numerous �sh, birds, and insect species [19, 64, 101]. In particular, pu�ns

and guillemots [64] are aquatic birds that both �y and swim by �apping-wings with

adaptive kinematics for air and water. A �ying �sh [19] whips its tail to jump out of

the water surface, and then it unfolds its pectoral �ns to glide in air.

To achieve multi-modal locomotion in a �apping wing vehicle, wing kinematics

must be adapted based on the �uid mechanics and system dynamics within these en-

vironments due to changes in �uid density and viscosity. For instance, lift-enhancing,

unsteady mechanisms such as the development and shedding of the leading edge

vortex (LEV) change with varying Reynolds number. While many previous studies

explored these e�ects using dynamically scaled models [24], these experiments do not

allow simultaneous inertia matching to investigate system dynamics or wing �exi-

bility in water and air. Hence, to develop design principles for robotic aerial and

aquatic locomotion, it is necessary to develop a theoretical and experimental basis of

�apping-wing �uid mechanics in these environments.
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In this chapter, we compare the �uid mechanics of �apping propulsion in aerial

and aquatic environments. We �rst give a high-level scaling analysis to estimate the

appropriate operating frequency that leads to suitable passive wing pitching kine-

matics in both �uids. Next, we quantify �uid-wing interaction in air and in water by

conducting 3D-CFD simulations. Finally, we set up aquatic �apping experiments to

assess model accuracy.

6.2 Scaling analysis of aerial and aquatic �apping

To reconcile the large density di�erence between air and water, a �apping-wing

robot needs to operate at di�erent frequencies. We identify the frequency range at

which a �apping-wing aerial robot can operate in an aquatic environment using the

quasi-steady formula:

FL =
1

2
CLρU

2
rmsS. (6.1)

In equation (6.1) , FL is mean lift force, CL is the time averaged lift coe�cient, ρ

is the �uid density, Urms is the root mean square of wing tip velocity, and S is the

wing surface area. Since the wing planform, inertia, and hinge sti�ness are unchanged

as the vehicle transitions from air to water, we need to change input frequency and

stroke amplitude to maintain the desired mean lift forces. Invoking equation (6.1)

leads to

ρair(φmax,airRfair)
2 = ρwater(φmax,waterRfwater)

2, (6.2)

For an under-actuated �apping wing aerial robot like the RoboBee, φmax is actively

controlled by vehicle actuation. If φmax is chosen to remain constant, then the �apping
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frequency in water can be estimated as:

fwater =

√
ρair
ρwater

fair. (6.3)

The quasi-steady model also estimates the �uid power dissipation in air and water:

P = F̄ · v̄ ∼=
1

2
CLρU

3
rmsS. (6.4)

Substituting equation (6.3) into equation (6.4), we obtain that the �uid power dissi-

pation ratio in air and water is inversely proportional to the square root of the �uid

density ratio:

Pair
Pwater

∼=
√
ρwater
ρair

. (6.5)

This scaling analysis estimates the underwater �apping frequency and suggests un-

derwater locomotion has less �uid dissipation.

6.3 Numerical simulation of aerial and aquatic �ap-

ping

The scaling analysis does not consider the Reynolds number in�uence on �uid-

wing interaction. Reynolds number is an important factor for �apping-wing �ight

and is the ratio of inertial to viscous forces:

Re =
UrmsR

ν
. (6.6)
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In equation (6.6), ν is the kinematic viscosity of the immersed �uid. Substituting

equation (6.3) into equation (6.6), we can obtain the ratio between the aquatic �ap-

ping Reynolds number and the aerial �apping Reynolds number:

Rewater
Reair

=
Uwaterνair
Uairνwater

=

√
ρair
ρwater

νair
νwater

= 0.54. (6.7)

Equation (6.7) shows that the Reynolds numbers in air and water are on the same

order, which implies aerial and aquatic �apping share similar �ow characteristics.

Since the Navier Stokes equation models both �uid density and viscosity, we run a

series of 3D-CFD simulations to compare �ow structures and wing dynamics in air

and water.

6.3.1 Aerial �apping versus aquatic �apping

A hovering RoboBee �aps at 120 Hz in air with 70◦ peak to peak stroke amplitude.

A previous aerial �apping experiment measured the corresponding pitching kinematic

parameters to be ψmax = 43◦ and δ ≈ 0◦. Assuming φmax, ψmax, and δ are identical

in air and water, equation (6.1) predicts the hovering frequency in water to be 4.1 Hz.

Using the 3D-CFD solver from Chapter 5, we compare �apping �ight in air and water

under the same kinematic parameters φmax, ψmax, and δ but at di�erent frequencies.

Figure 6.1 compares the computed lift, drag and wing hinge torque. Although the

Reynolds numbers di�er by 46%, we observe that these quantities are very similar

between �apping in air (green) and water (blue).

Figure 6.2 illustrates the similarities between aerial and aquatic velocity, pressure,

and vorticity �elds. Figure 6.2a, d compare the �ow (Ux, Uy, Uz components) and
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Figure 6.1: Lift, drag, and wing pitch torque in water and air from CFD computation.
(a) Instantaneous lift force generation. (b) Instantaneous drag force generation. (c)
Instantaneous �uid torque along the wing pitch axis. In (a), (b) and (c) green and
blue colors represent simulation for aerial �apping at 120 Hz and aquatic �apping at
4.1 Hz, respectively. The time scales are normalized in the unit of a �apping period.
We show the second to the sixth �apping period to avoid initial transients.

the pressure �elds (PR) when the wing stroke velocity is at a maximum (T = 2.25).

These plots show the solutions on a 2D plane that intersects the wing chord at mid-

span. The aerial and aquatic �apping speed at wing mid-span are approximately 2

m/s and 7 m/s, respectively. Since water density is approximately 850 times greater

than that of air, the pressure �elds in both �uid media have similar magnitudes (10

N/m2).

In the intermediate Reynolds number regime, pressure dominates viscous shear.

Our simulations show that pressure accounts for over 90% of the lift and drag on

the wing. Figure 6.2b, e compare the pressure distribution on the wing surfaces

when stroke velocity is at the maximum (T = 2.25). In both cases the upper wing

surface has a negative pressure pro�le (blue) and the lower wing surface has a positive

pressure pro�le (red). We use the same color scale for both aerial (left) and aquatic

(right) simulations.
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Figure 6.2: Comparison of aerial and aquatic �apping under identical φ, ψ, and δ but
at a di�erent frequency f. The top and bottom row illustrate the �ow structures of
aerial and aquatic �apping, respectively. (a) Instantaneous �ow �eld (Ux, Uy, Uz)
and pressure �eld (PR) of aerial �apping. (b) The pressure pro�le on the wing surface
in aerial �apping. (c) The iso-vorticity contour on the wing surface in aerial �apping.
(d) The �ow and the pressure �elds of aquatic �apping. (e) The pressure pro�le on
the wing surface in aquatic �apping. (f) The iso-vorticity contour on the wing surface
in aquatic �apping. In all sub-�gures, we show the solutions taken at mid-stroke (T
= 2.25). In (a) and (b), we show the solutions on a 2D plane that intersects the
wing chord at wing mid-span. The units for the velocity and the pressure �elds are
m s−1 and N m−2, respectively. In (c) and (f), the values of the aerial (left) and
aquatic (right) iso-vorticity contours are 1200 s−1 and 41 s−1, respectively. Both
values normalize to 10 when the time scales are non-dimensionalized.

Although the pressure contribution dominates, viscous shear is important in the

unsteady boundary layer and is responsible for the growth and shedding of vortices.

Figure 6.2c, f illustrate the iso-vorticity contour on the upper wing surface. In both

cases we observe the development of a LEV, a weak trailing edge vortex (TEV), and

a very strong wing tip vortex. Our numerical simulations show vortex structures and

pressure pro�les are similar for aerial and aquatic �apping locomotion at the chosen

kinematics.

In Chapter 5, we quantify the e�ects of phase shift δ on lift production. To com-
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Figure 6.3: In�uence of phase shift δ on lift and drag force production in air and
water. (a) and (b) Simulation results of CL , CD and CL/CD as functions of δ in
aerial and aquatic �apping, respectively. Aerial and aquatic �apping propulsion have
similar dependence on the kinematic parameter δ.

pare the in�uence of δ in aerial and aquatic �apping, we perform 3D-CFD simulations

that vary δ while holding the other kinematic parameters constant. Figure 6.3 com-

pares the mean lift and drag coe�cients of aerial and aquatic �apping. The aerial

�apping results presented in �gure 6.3a is taken from Chapter 5. Figure 6.3b shows

CL and CD as functions of δ. CL is a monotonically decreasing function as δ increases,

which indicates that aquatic �apping produces large mean lift when δ is negative. CD

is a decreasing function for δ < 0◦ and �attens out for δ > 0◦. Figure 6.3b also shows

δ's in�uence on CL/CD, which is a measure of �ight endurance. We observe that

maximum �apping e�ciency is achieved at δ = −10◦. These simulations show that

the e�ects of δ on lift and drag production in water and air are similar.

102



Chapter 6: Flapping propulsion in aquatic environment

6.4 Experiment and discussion

6.4.1 Experimental setup

To validate the scaling analysis and the numerical simulations, we perform �apping

experiments in air and water using the same actuator, wing, and wing hinge. For

aerial �apping experiments, we use an existing setup (Chapter 2) for motion tracking

and lift measurement. For aquatic �apping experiments, we extend the wing driver

transmission to fully submerge the wing. We measure input voltage and current to

study the system energetics for both aerial and aquatic experiments.

As shown in �gure 6.4, we operate the actuator outside of water to prevent short-

ing. The wing is driven at 3-6 Hz and the motion is recorded at 200 Hz with a Phantom

V7.3 high speed camera. Wing stroke and pitch motions are extracted using a similar

method described in Chapter 2. We do not measure time varying forces for aquatic

�apping experiments because of the di�culty to incorporate sensitive electronics.

6.4.2 Experimental comparison

To compare �apping dynamics in air and water, we �rst conduct aerial �apping

experiments. When the wing is �apped at 120 Hz, we measure φmax = 35◦, ψmax =

35◦, and δ ≈ 0◦. Next, we submerge the wing in water and operates the system at 4.1

Hz. In both experiments, the wing hinge sti�ness and the wing area are �xed to 2.4

µNm/rad and 54mm2, respectively. Figure 6.5a, b compare the �apping kinematics

in air and water. Figure 6.5a shows a typical aerial �apping experiment. Figure

6.5b shows that similar �apping kinematics can be achieved in water. Since both
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Figure 6.4: Experimental setup in water. (a) Schematic of the actuator, the trans-
mission, the compliant �exure, and the robot's wing. A high speed video camera is
positioned overhead to record the �apping kinematics. (b) and (c) The perspective
and anterior view of the �apping wing setup. The wing leading edge is placed at a
distance 2c̄ below the water surface to avoid surface e�ects. The wing planforms in
(a) and (c) are identical however there is some optical distortion when the wing is
placed in a cylindrical beaker.
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experiments involve passive wing pitching, similar pitching kinematics implies that

both systems generate similar lift and drag forces.

To validate the numerical model, we extract �apping kinematics from the aquatic

�apping experiment. Using the driving frequency and the measured stroke amplitude

as inputs, we solve for the passive pitching kinematics. Here we use the coupled

PDE-ODE solver that is described in section 5.4.2.

Figure 6.5c compares the measured and the simulated stroke and pitch motion.

We observe close agreement between the experiment and the simulation, and the

relative error for φ(t) and ψ(t) are 8% and 17%, respectively. The measured and

computed phase shift δ are 3◦ and -1.5◦, respectively. This comparison shows that

our numerical solver can capture the kinematics and dynamics of aquatic �apping.

We further compare the power consumption in air and water. By measuring the

current drawn by the wing driver, we calculate the average power usage:

Ptotal =
1

T

� T

0

iactvactdt, (6.8)

where T , vact and iact are the �apping period, the applied voltage, and the measured

current, respectively. We measure Pwater =4.1 mW and Pair =25.4 mW. In section

6.2, we model the �uid power dissipation through a simple scaling analysis. While the

analysis suggests that aerial �apping consumes 25 times more power, the experimental

result shows aerial �apping is only 6 times more costly. This increase of aerial �apping

e�ciency is most likely to be contributed by the improved actuator e�ciency when

operated near resonance and the low coupling factor of the actuator.
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Figure 6.5: Comparison of �apping experiments in air and water. (a) Image sequence
of an aerial �apping experiment operated at 120 Hz. (b) Image sequence of an aquatic
�apping experiment operated at 4.1 Hz. (a) and (b) show �apping kinematics in air
and water are similar under properly scaled driving frequencies. (c) Measured and
simulated stroke and pitch kinematics of aquatic �apping. The passive wing pitch
rotation matches closely between the simulation and the experiment.
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In this chapter, we compare the similarities of �apping propulsion in aerial and

aquatic environments. We propose a scaling relation that relates �apping frequency

in air and water. Further, we use 3D-CFD numerical models to compare the cor-

responding �uid dynamics. The simulated results are corroborated by experimental

measurements. In the next chapter, we explore �apping wing aquatic locomotion of

an entire robot.
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A dynamical model for aquatic

locomotion

7.1 Introduction

In the previous chapter we analyze the �uid dynamics of a single �apping wing in

aquatic environment. The analysis shows a single �apping wing can generate adequate

lift and drag forces for aquatic locomotion. Here we study the upright stability of the

entire robot by developing a time varying, quasi-steady dynamical model. Speci�cally,

we examine body-wing coupling and body pitching e�ects at low �apping frequencies.

Experimental and simulation results suggest that increasing �apping frequency will

improve the vehicle performance.

First, we derive a time-varying dynamical model for the robot aquatic locomotion.

In addition to interpreting the simulation results, we further validate the model by

running robot swimming experiments. This work lays the foundation for a novel
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vehicle design that will be introduced in following chapter.

7.2 Robot dynamical model

There are a number of previous studies [36, 65, 75] that developed system level con-

trollers for hovering �ight. A model-free controller was developed [75] to demonstrate

�ight with altitude control. Chirratantanon et al. developed an adaptive controller

based on a time-averaged dynamical model [14]. Parameters of the dynamical model

were re�ned based on system identi�cation methods.

While these models are e�ective for aerial hovering studies, they are inadequate

for investigating aquatic locomotion. Previous time-averaged models neglect body-

wing coupling because the �apping frequency is signi�cantly higher than the body

resonance frequency. Consequently, the e�ect of body oscillation on wing �apping

kinematics is small. However, the robot �apping frequency is much lower in water,

which leads to signi�cant body-wing coupling. In particular, robot pitching adversely

a�ects lift force generation.

Chirratantanon et al. [14] showed that the robot is intrinsically unstable in air

and requires feedback control for stability. However, the current infrared based Vicon

motion tracking system does not operate near or under the water. Consequently, the

robot needs to be passively upright stable while swimming in water. Here we quantify

wing-body coupling and investigate robot stability conditions in water by developing

a time varying dynamical model.
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7.2.1 Coordinate system de�nition

We formulate a time varying model that has 10 degrees of freedom. The robot

body has six translational and rotational degrees of freedom denoted by x, y, z,

φ, θ, and ψ. Here x, y, and z are the translational degrees of freedom and φ, θ, ψ

are Euler angles following the roll, pitch, and yaw convention. Figure 7.1a, b de�ne

the robot body and wing coordinate axes. As discussed in Chapter 2, wing �apping

kinematics each have two degrees of freedom relative to the robot body for a total of

four degrees of freedom corresponding to the robot's left and right wing. We let αi

and βi denote wing stroke and pitch angle, respectively. The subscript i distinguishes

the left and the right wing. These ten generalized coordinates are de�ned as a column

vector:

q = [x, y, z, φ, θ, ψ, αr, βr, αl, βl]
T . (7.1)

In this chapter, we denote right and left wing by the abbreviations r, and l, respec-

tively.

7.2.2 Rigid body dynamics

We adopt the matrix form of Lagrangian mechanics to derive the equation of

motion (Chapter 7 of Spong et al. [82]):

D(q)q̈ + C(q, q̇)q̇ + g(q) = τ . (7.2)
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Figure 7.1: Dynamical model of the robot. a) Coordinate system de�nition of the
robot body (x, y, z), the left wing (xl, yl, zl) and right wing (xr, yr, zr) reference frame.
b) De�nition of the generalized coordinates (ψ, θ, φ, αr, βr, αl, βl). The origin of the
body coordinate system is located at the robot center of mass. The geometric center
of the robot body is the body center of pressure.

The inertia matrix D is given by the sum of contributions from body, right and left

wing:

D =
∑

i∈{b,r,l}

{JTv,iRiMRT
i Jv,i + JTw,iRiIR

T
i Jw,i}, (7.3)

where M and I are the mass and moment of inertia matrix, respectively. Here mass

is a tensor quantity to account for geometry-dependent added mass e�ects. Ri is the

corresponding rotation matrix from the center of mass reference frame to the inertial

system. Jv,i and Jw,i are velocity and angular velocity Jacobians. The Christophol

matrix elements are obtained from the partial di�erentials of the inertia matrix:

Ckj =
n∑
i=1

Cijk(q)q̇i =
n∑
i=1

1

2
{∂Dkj

∂qj
+
∂Dki

∂qj
− ∂Dij

∂qk
}q̇i. (7.4)
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The jth component of the gravity vector is given by:

gj =
∂P

∂qj
, (7.5)

where P is the total potential energy. The generalized force vector τ is given by the

matrix product of the partial displacement matrix and the external force vector. The

dimensionalities of these quantities are given by: D ∈ R10×10, C ∈ R10×10, g ∈ R10×1,

τ ∈ R10×1. The equations of motion form a system of coupled ordinary di�erential

equations. We solve this system numerically through the Matlab function ode45.

Next, we derive the velocity Jacobians and angular velocity Jacobians of the robot

body, its right and left wing.

7.2.2.1 Body Jv and Jw

The body velocity Jacobian Jv,b transforms velocities with respect to the gener-

alized coordinate to velocities with respect to the inertial coordinate. Here we have

Jv,b ∈ R3×10 and it is given by:

Jv,b =


| | | | | | | | | |

e1 e2 e3 0 0 0 0 0 0 0

| | | | | | | | | |

 . (7.6)
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The body angular velocity Jacobian is given by

Jw,b =


| | | | | | | | | |

0 0 0 RψRθe1 Rψe2 e3 0 0 0 0

| | | | | | | | | |

 , (7.7)

where Rψ and Rθ are rotation matrices with respect to the ψ and θ axes. In the

next sections we will use the rotation matrices Rφ, Rαr, Rαl, Rβr, and Rβl. These are

rotations with respect to the axes de�ned in �gure 7.1b.

7.2.2.2 Body and wing displacement vectors

The right and left wing velocity and angular velocity Jacobians contain a number

of displacement vectors that de�ne the distance between the robot center of mass,

wing root, and wing center of mass. These vectors are de�ned as:

• drb: displacement from the body center of mass to the right wing center of mass

• dlb: displacement from the body center of mass to the left wing center of mass

• drw: displacement from the right wing root to the right wing center of mass

• dlw: displacement from the left wing root to the left wing center of mass

These displacement vectors can be calculated from a sequence of translations and

rotations from the default robot con�guration. Let rrb, rlb, rrw, and rlw be the
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corresponding robot parameters in the �xed frame. The transformation is given by:

drb = Rb(rrb − rrw) +RbRαrRβrrrw

dlb = Rb(rlb − rlw) +RbRfRαlRβlrlw

drw = RbRαrRβrrrw

dlw = RbRfRαlRβlrlw

, (7.8)

where Rb is the body rotation matrix:

Rb = RψRθRφ. (7.9)

The rotation matrix Rf accounts for the 180◦ rotation between the left wing coordi-

nate and the body coordinate.

7.2.2.3 Jacobian matrices of the right wing

Figure 7.1a shows the coordinate de�nition of the right wing with respect to the

body frame. The wing rotates with respect to the stroke axis (zr) and then the pitch

axis (yr). The cumulative rotation matrix is given by

Rr = RbRαrRβr. (7.10)
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The right wing velocity Jacobian is given by

Jv,r =


| | | | | | | | | |

e1 e2 e3 RψRθSe1drb RψSe2drb Se3drb, RbSe3drw RbRαrSe2drw 0 0

| | | | | | | | | |

 .

(7.11)

The right wing angular velocity Jacobian is given by

Jw,r =


| | | | | | | | | |

0 0 0 RψRθe1 Rψe2 e3 Rbe3 RbRαre2 0 0

| | | | | | | | | |

 . (7.12)

7.2.2.4 Jacobian matrices of the left wing

Figure 7.1a also shows the coordinate de�nition of the left wing with respect to

the body frame. The left wing rotates with respect to the stroke axis (zl) and then

the pitch axis (yl). The cumulative rotation matrix is given by:

Rl = RbRfRαlRβl. (7.13)

The left wing velocity Jacobian is given by

Jv,l =


| | | | | | | | | |

e1 e2 e3 RψRθSe1dlb RψSe2dlb Se3dlb 0 0 RbRcfSe3dlw RbRcfRαlSe2dlw

| | | | | | | | | |

 .

(7.14)
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The left wing angular velocity Jacobian is given by

Jw,l =


| | | | | | | | | |

0 0 0 RψRθe1 Rψe2 e3 0 0 RbRcfe3 RbRcfRαle2

| | | | | | | | | |

 . (7.15)

7.2.3 A time-varying aerodynamic model

In the previous chapter, we investigated the dynamics of a single �apping wing in

water. Generalizing the numerical solver to the entire robot is prohibitively expensive.

Here we generalize a previous quasi-steady blade element model [96] to account for

body movement and rotation. We aim to quantify the in�uence of robot morphological

and kinematic parameters on swimming stability and speed.

In equation (7.2) the generalized force τ relates to net external force, which con-

sists of aerodynamic forces, �exure viscoelastic forces, and actuator driving forces:

Fext = Faero + Fflexure + Fact. (7.16)

The aerodynamic force consists of contributions from the robot body, and left and

right wings. We describe the modeling of these external forces in the following sec-

tions.

7.2.3.1 Aerodynamic model of the robot body

Figure 7.2a illustrates the robot body and wing centers of mass, and the corre-

sponding aerodynamic forces. First, we consider the drag force on the robot body.
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Figure 7.2: Aerodynamic model of the robot. (a) Illustration of aerodynamic forces
and torques. (b) De�nition of the instantaneous lift and drag directions. The robot
body oscillation tilts the stroke plane, which changes the angle of attack, and the lift
and drag direction.

Since the body center of mass does not coincide with its geometric center, we sepa-

rately model the damping force and torque with respect to its center of mass.

The force on the robot body is predominately contributed by pressure because the

corresponding Reynolds number is approximately 100. The drag force has quadratic

dependence on body velocity:

Fd = −1

2
ρCdS⊥||vb||vb, (7.17)

where vb is the instantaneous body velocity and S⊥ is the frontal area normal to vb.

The damping torque with respect to the body center of mass is given by

Γd = −1

2
CΓρrS

2
W ||w||w, (7.18)

where ω is the instantaneous angular velocity, SW is the total wetted area, and r is

the mean moment arm. Cd and CΓ are the body drag and torque coe�cients.
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Since water density is approximately 900 times that of air, it is important to

consider buoyancy and added mass e�ects for aquatic locomotion. Buoyancy accounts

for nearly 25% of the robot weight. Here the buoyancy force is given by:

Fb,b = ρgVdispẑ, (7.19)

where Vdisp is the volume displaced by the robot body.

Added mass e�ects arise because a moving robot body accelerates the nearby �uid.

Speci�cally, this term depends on body surface area and �uid density. With respect

to the inertial frame, we model added mass contribution as

Madd =


ρlSx 0 0

0 ρlSy 0

0 0 ρlSz

 , (7.20)

where Sx, Sy, and Sz are the corresponding frontal areas, ρ is the �uid density and l

is a length scale. l is a �tting parameter and we set it to be the robot width.

7.2.3.2 Blade element quasi-steady method

We adopt the classical quasi-steady blade element method and account for wing

root movement from body motions. Following the blade element approach, we divide

each wing into N chordwise panels and approximate each panel as translating on a

2D plane. Figure 7.2b illustrates the translating and pitching motion of a chordwise

panel. The instantaneous stroke plane is not orthogonal to the z axis due to robot

oscillation.
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First, we calculate each panel's instantaneous leading edge velocity using the wing

velocity Jacobian:

vle = Jvq̇, (7.21)

where vle denotes the leading edge velocity. Next, we compute the normalized wing

chord vector ĉ using rotation matrices derived from the previous chapter. The panel

angle of attack is given by

AoA = cos−1(ĉ · v̂⊥), (7.22)

where v̂⊥ is the normalized component of vle orthogonal to the wing span. Given the

local angle of attack, we compute local lift and drag coe�cient following Dickinson's

formula [24]:

CL = CL0 sin 2AoA

CD = CD0+CDmax

2
− CDmax−CD0

2
cos 2AoA

, (7.23)

where the coe�cients are given by CL0 = 1.8, CD0 = 0.4, and CDmax = 3.4. Then we

compute the direction of the lift and drag forces on the local panel:

f̂L = ŵz,b

f̂D = −v̂⊥
. (7.24)

Here ŵz,b is the unit normal vector of the instantaneous stroke plane. These de�nitions

are adopted from the aeromechanical model developed by Whitney et al [96]. Finally,

we compute the total lift and drag forces on the wing by summing the contribution
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from each panel:

FL = 1
2
ρ
∑N

i=1CLv
2
⊥c(ri)f̂Lδr

FD = 1
2
ρ
∑N

i=1CDv
2
⊥c(ri)f̂Dδr

. (7.25)

Here c(ri) represents the local chord length of the ith panel. The aerodynamic force

contribution from the left and the right wing can be separately computed through

invoking equation (7.25). We do not include contribution from rotational circulation

and added mass because their force coe�cients are not quanti�ed in previous studies.

Inclusion of these terms may lead to unnecessary over-�tting.

The aerodynamic lift and drag forces, together with other external forces, need to

be projected onto the generalized coordinates to obtain the generalized forces. The

jth component of the generalized force τ can be calculated as:

τj =
∑
k

fext,k ·
∂xk
∂qj

, (7.26)

where xk is the center of pressure location of the kth panel, and fext,k is the total

external force on the kth panel. To evaluate this equation, we need to estimate the

center of pressure for each wing panel and integrate across the wing span. The

center of pressure location can be computed given the local wing chord and a non-

dimensionalized center of pressure rcop. The relationship between rcop and angle of

attack is given in a previous study [12]:

rcop = 0.25 + 0.25× 1

1 + exp(γ(1− 4
π
AoA))

. (7.27)

Here γ is a positive �tting parameter related to the wing geometry.
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While the generalized force vector can be computed easily through equation (7.26),

it does not o�er a straightforward physical interpretation. The torque on the robot

center of mass due to the �uid forces on the wing is given by:

Γ =
1

2
ρ

N∑
i=1

rp,i ×
(
CLf̂L + CDf̂D

)
||v⊥||2c(ri)δr, (7.28)

where rp,i is the displacement from robot center of mass to the local center of pressure.

7.2.4 Contribution from wing �exures and actuators

Wemodel the wing �exure as a torsional spring with viscous damping. The torques

exerted by the wing hinges along wing pitch axes are given by:

τβr = −Khβr −Dhβ̇r

τβl = −Khβl −Dhβ̇l

, (7.29)

where Kh is the sti�ness and Dh is the viscoelastic damping. Both parameters are

dependent on the wing hinge geometry.

The piezoelectric actuator and robot transmission can be modeled as a sinusoidal

torque source [49]. The driving frequency and torque amplitude depend on the input

electrical signal. The input torque along the wing stroke axes are given by:

ταr,act = Ar cos(2πft)

ταl,act = Al cos(2πft)

. (7.30)

The robot transmission also exerts restoring and damping torque along the stroke
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axes:

ταr,trans = −Ktαr −Dtα̇r

ταl,trans = −Ktαl −Dtα̇l

, (7.31)

where Kt and Dt are robot transmission sti�ness and visoelastic damping coe�cients.

7.3 Simulation results

We solve the equations of motion numerically to investigate the robot aquatic loco-

motion. Table 7.3 lists the robot parameters. In the simulations, we vary the actuator

driving torque amplitude and the �apping frequency. We solve for the swimming tra-

jectory and analyze the corresponding dynamical data. In the following sections, we

give detailed discussion about the simulation results.

7.3.1 Symmetric �apping

First, we simulate the robot operated at 11 Hz and set the input torque amplitude

to 15 µN m. The simulation runs for 8 �apping periods. Figure 7.3 details the robot

kinematics. Figure 7.3a shows the trajectory and velocity of the body center of mass.

The color scale represents ascending speed. The robot swims faster during the wing

midstroke and slows down during the stroke reversal. This trajectory is also projected

onto the xy, xz and yz plane for clarity. Figure 7.3b shows the displacement of the

body center of mass as a function of time, which indicates that the robot ascends

40 mm in 0.73 seconds. The body oscillation amplitude in the x-axis is 0.5 mm.

There is no body oscillation in the y-axis due to symmetry. Figure 7.3c shows the

body center of mass velocity as a function of time. The body ascending speed is
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Robot Body Properties

Body mass 80 mg
Roll axis inertia 1.42 g·mm2

Pitch axis inertia 1.34 g·mm2

Yaw axis inertia 0.45 g·mm2

Body width 4 mm
Body height 14 mm

Wing Properties

Wing mass 1 mg
Wing span 14 mm
Wing area 54 mm2

Wing spanwise c.o.m 3.19 mm
Wing chordwise c.o.m 0.73 mm
Roll axis inertia 77 mg·mm2

Pitch axis inertia 8.5 mg·mm2

Yaw axis inertia 69 mg·mm2

Transmission Properties

Transmission sti�ness 6 µN·m/rad
Wing hinge sti�ness 2 µN·m/rad
Wing hinge damping 5 nN·m·s/rad
Wing hinge length 2 mm

Input commands

Stroke torque amplitude 15 µN·m
Frequency range 1-30 Hz

Table 7.1: Physical parameters of the robot body, wings, transmission, and input
commands.
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sinusoidal with mean of 80 mm/s and amplitude of 15 mm/s. Figure 7.3d, e show

the body orientation and its angular velocity. While there is no body roll and yaw

due to symmetric �apping kinematics, the body pitching motion is sinusoidal with an

amplitude of 9.3◦. Figure 7.3f, g show the �apping kinematics of the left and right

wings are identical. Both stroke and pitch motion are approximately sinusoidal. The

stroke and pitch amplitudes are 23.8◦and 25.4◦, respectively. The relative phase shift

between wing stroke and pitch is -2.7◦.

7.3.2 Asymmetric �apping

While we can prescribe symmetric �apping kinematics in dynamical simulations,

there exists intrinsic asymmetry in experiments. Flapping asymmetry is usually con-

tributed by manufacturing or assembly imprecision. Here we investigate the robot

stability when the �apping motion is slightly mismatched. Figure 7.4 shows a simu-

lation in which the left wing input torque is increased by 5%. All other simulation

parameters are identical to the previous case described in section 7.3.1. Figure 7.4a

shows that there is a lateral drift along the ŷ axis. Figure 7.4b, c show the mean

drift speed is non-zero. Figure 7.4d, e show the robot angular motion. While the

body pitch amplitude is approximately the same to that of symmetric �apping, we

observe small body yaw and roll. In fact, the robot body precesses about the positive

ẑ axis. The precession amplitude increases as �apping asymmetry grows or �apping

frequency reduces. Figure 7.4f, g show the wing kinematics. The left wing stroke

and pitch amplitude are 9% and 11% larger than that of the right wing, respectively.

When driven at 11 Hz, the robot is passively upright stable even if there is a small
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Figure 7.3: Simulation of the robot operated at 11 Hz. Both wings share the same
driving inputs. (a)The motion of the robot center of mass. The color scale represents
vehicle speed with the unit of mm/s. (b) The robot center of mass displacement. (c)
The robot center of mass velocity. (d) The robot body rotation. (e) The robot body
angular velocity. (f) The stroke and pitch motion of the right wing. (g) The stroke
and pitch motion of the left wing.
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�apping asymmetry.

7.3.3 Body-wing coupling

While the previous simulations show noticeable body-wing coupling, they do not

quantify the in�uence on force generation. Figure 7.5 illustrates the body pitching

and the body translation. Figure 7.5a shows that the body pitching opposes the

wing stroke direction. The blue lines illustrate the instantaneous wing tip velocity,

the body velocity and the body pitching. The red line shows the tilting of the wing

stroke plane. This body rotation reduces wing lift and creates a downward pointing

drag component. Consequently, body pitching adversely a�ects robot ascent. Figure

7.5b illustrates the in�uence of body translation on the lift force production. The

drag force accelerates the robot body in the opposite direction relative to wing stroke.

This causes back �ow near wing root and reduces lift. In the quasi-steady model, the

local angle of attack near the wing root becomes negative. Both of these e�ects are

negligible for hovering �ight in air, but they become signi�cant for aquatic locomotion

when the �apping frequency is reduced. Given the robot mass and geometry, we

�nd that the body pitching is more important than the body translation. Here we

investigate the body pitching e�ect by varying the robot's body moment of inertia

while holding other parameters constant.

Figure 7.6a illustrates the right wing tip trajectory of the robot when driven at 11

Hz. In this plot, we remove the body translation to overlay the trajectories of all eight

�apping periods. The color scale represents the instantaneous wing tip speed. This

trajectory is projected onto the xy, xz, and yz plane for clarity. Figure 7.6b shows a
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Figure 7.4: Simulation of the robot operated at 11Hz. The driving torque amplitude
of the left wing is 5% larger than that of the right wing. (a) The motion of the robot
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The robot body rotation. (e) The robot body angular velocity. (f) The stroke and
pitch motion of the right wing. (g) The stroke and pitch motion of the left wing.
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Figure 7.5: E�ect of the body-wing coupling. (a) Side view of the body-wing coupling.
Body pitching and lateral motion reduce the wing stroke amplitude by tilting the
stroke plane. (b) Top view of the body-wing coupling. Body translation opposes the
wing stroke motion and causes back �ow near the wing root.

similar simulation in which we increase of body moment of inertia by a million times.

Consequently, the robot experiences negligible body oscillation due to this dramatic

increase of rotational inertia. Compared to �gure 7.6a, the oscillation of the wing

tip trajectory along the ẑ axis is reduced. The tilting of the wing stroke plane has a

large e�ect on the ascending speed and the lift force generation. Figure 7.6c shows

the ascending speed increases from 75 mm/s to 195 mm/s when body pitching is

removed. Figure 7.6d shows the lift force from the right wing increases from 350 µN

to 550µN . This result shows that the body pitching reduces the lift force by 60%.

7.3.4 Frequency variation

In Chapter 3, we gave a scaling relationship that relates the robot �apping fre-

quency to the wing size. In Chapter 6, we further derived an equation that relates

aerial and aquatic �apping frequency. Previous studies [65] on aerial locomotion sim-

ply choose an arbitrary wing size and operating frequency. Since we aim to enable
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Figure 7.6: E�ect of body pitching on lift force. (a) The wing tip trajectory of the
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aerial and aquatic locomotion, we must consider passive upright stability as an ad-

ditional constraint. Here we investigate the robot stability in water under di�erent

driving frequencies.

Figure 7.7 shows the wing kinematics, robot pitching and ascending speed as

functions of frequency given constant driving torque amplitude. The blue and red

colored regions distinguish the unstable and stable frequencies, respectively. In our

model, the Euler angle de�nition becomes singular when body rotation exceeds 90◦.

The numerical solver terminates prematurely at low frequencies due to the large body

oscillation.

Figure 7.7a illustrates the wing stroke and the pitch amplitudes. The red line

shows the wing stroke amplitude reduces as frequency increases. This relationship

can be well approximated by the black curve that is given by f ·α = C, where C is a

constant. Here, the constant is related to the maximum wing stroke velocity, which

implies that the �uid drag remains nearly constant as the driving frequency changes.

The green curve shows that the pitching amplitude remains constant as the frequency

varies. The blue curve shows that the phase shift δ increases as the driving frequency

increases.

Figure 7.7b shows that the body pitch amplitude and the ascending speed reduce

monotonically as the frequency increases. This result leads to a seeming paradox

between the body pitching and the lift force generation. While we have shown body

pitching reduces the lift force production, it is counter-intuitive that the reduction of

the body pitching relates to a decrease of ascending speed. This observation can be

explained by considering the phase shift parameter δ in �gure 7.7a. In Chapter 4,
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Figure 7.7: In�uence of the �apping frequency on aquatic locomotion. (a) The wing
stroke and pitch amplitude as a function of the �apping frequency. (b) The body
pitch amplitude as a function of the �apping frequency. (c) The robot ascending
speed as a function of the �apping frequency.

we showed δ negatively correlates with lift force generation. Here δ increase from -8◦

to 22◦ as frequency increases from 9 Hz to 30 Hz. The increase of δ dominates the

reduction of body pitching at high frequency.

There are two competing e�ects that in�uence the robot locomotion. At low

�apping frequencies, large body rotations destabilize the vehicle and reduce lift. At

high frequencies, the phase shift δ increases and adversely impacts lift. While we can

mitigate the in�uence of δ by sti�ening wing hinge, this change inevitably impacts

aerial hovering conditions. Our simulation shows that the robot needs to operate in

the range between 10-15 Hz in water. In the next section, we verify our simulation

results by conducting robot swimming experiments.
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7.4 Experimental result

7.4.1 Experimental setup

A robot is placed in the center of a beaker �lled with tap water. The beaker radius

and height are both 10 cm. A Phantom 7.10 colored high speed camera captures the

swimming motion at 200 frames per second. The robot driving frequency varies from

5 Hz to 15 Hz and the input voltage amplitude is �xed at 200 V. The Vicon motion

tracking system does not operate in water because infrared radiation is scattered.

Hence, all swimming experiments are conducted without feedback control.

7.4.2 Robot kinematic tracking

The recorded swimming videos show noticeable body pitching during robot lo-

comotion. We quantify the amplitude of body pitching through post-processing the

videos. We manually select two images of maximum body pitch in opposite direc-

tions. A number of tracking points are manually labeled given the recorded images.

These are the 2D projection of speci�c reference points onto the camera image plane.

Since there is an accurate geometrical model of the RoboBee, we can estimate robot

orientation by solving a constrained optimization problem. Speci�cally, the problem

can be formulated as:

arg min
φ,θ,ψ

∑
i

||R(1:2,:)(φ, θ, ψ)si − ri||2, (7.32)
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Figure 7.8: Orientation tracking of the robot. (a) Raw image and manual tracking of
the robot centroid and labeling markers. (b) Fit of the robot model and its projection
onto the camera image plane. (c) Fit of the robot model shown in perspective view.

where R(1:2,:) ∈ R2×3 is the top two rows of the rotation matrix:

R = Rz,φRy,θRx,ψ. (7.33)

si ∈ R3 is the displacement of the ith reference point with respect to the robot center

of mass, and ri ∈ R2 is the corresponding measured location on the image. Here the

measured location ri can be calculated from the pixel values through subtracting the

centroid pixel values and then scaling by the appropriate length scale. This simple

operation is given by

ri = α(pi − c). (7.34)

The robot centroid is identi�ed manually and the scaling constant is obtained by

measuring the aquarium dimension from the image.

Equation (7.32) can be solved using Matlab's constrained optimization function

fmincon. We impose constraints on the rotation angles such that −π ≤ φ, θ, ψ ≤ π.

Figure 7.8a labels the robot center of mass and several tracking points. Figure 7.8b
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shows the numerical solution of the robot model projected onto the image plane.

Figure 7.8c shows the same solution in perspective view.

7.4.3 Model comparison

We conduct robot swimming experiments at 5, 7, 8, 9, 11, 13 and 15 Hz. We

observe the robot is unstable at low driving frequencies due to large body oscillation.

Figure 7.9a shows an overlaid image of the robot swimming at 5 Hz. The robot

plummets immediately after takeo� and su�ers large body pitch oscillation (�gure

7.9b). In contrast, the robot becomes upright stable when it is driven at 11 Hz.

Figure 7.9c shows the same robot ascending to the water surface. The red lines in

�gure 7.9b, d show that the robot pitch amplitude reduces from 14.8◦ to 9.4◦.

Figure 7.9e illustrates the trajectories of the robot operated at di�erent frequen-

cies. The robot is able to take o� and lift up for frequencies larger than 5 Hz. However,

at 7 and 8 Hz the robot swims laterally and is unable to reach the water surface. As

we continue to increase the driving frequency, robot stability improves and the robot

is able to swim to the water surface. However, the robot performance deteriorates

as driving frequency continues to increase beyond 11 Hz. The wing stroke amplitude

reduces signi�cantly as the �apping frequency increases beyond 13Hz. At 15 Hz the

robot loses lift near the water surface and plunges downward. We observe a crack on

the piezoelectric actuator that powers the left wing. At high driving frequencies the

phase shift between the actuator tip and the wing root increases dramatically, which

leads to higher stress on the piezoelectric actuator. Consequently, we are unable to

drive the robot beyond 15 Hz.
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Figure 7.9: Robot body pitching and swimming stability. (a) Overlaid image of
an unstable swimming robot when driven at 5Hz. (b) The robot experiences large
body pitching when driven at 5Hz. (c) Overlaid image of a robot ascending to the
water surface when driven at 11Hz. (d) When driven at 11Hz, the robot body pitching
amplitude reduces. (e) Comparison of the robot swimming trajectories when �apping
at di�erent frequencies. (f) The robot ascending speed as a function of the �apping
frequency. (d) The robot body pitch amplitude as a function of the �apping frequency.
(f) and (g) show dynamical simulations agree well with the experiments.
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Figure 7.9f, g further compare the simulated ascending speed and the body pitch

to that of the experiments. We �nd our simulation results closely agree with the

experimental measurements in the frequency range of 9-15 Hz. While our simulations

diverge at low �apping frequencies due to kinematic singularities, our experiments

show the robot is unstable when operated below 8 Hz. We cannot verify our model

beyond 15 Hz because the robot actuator fails at high frequencies.

Our simulations and experiments o�er important implications for hybrid aerial-

aquatic locomotion. First, both simulations and experiments show the robot is un-

stable when driven below 8 Hz. In addition, they both show stable swimming in the

range of 9-15 Hz. Based on the aerial, aquatic scaling relation from Chapter 6, we

estimate the corresponding aerial �apping frequency to be 270-400 Hz. Based on the

wing size and frequency scaling relation from Chapter 3, we predict that the wing

area needs to be reduced by 30%-50%. In addition, our simulation suggests that an

increase of robot moment of inertia improves swimming stability. In the next chapter,

we apply these results to developing a fully functional, hybrid aerial-aquatic robot.
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A �apping wing, hybrid aerial-aquatic

microrobot

8.1 Introduction

Hybrid aerial-aquatic robots capable of traversing complex multi-phase environ-

ments will have a wide range of applications, such as environmental exploration and

search and rescue missions [70]. Owing to smaller size and weight, microrobots are

advantageous for navigating within con�ned and cluttered environments. Since iner-

tial forces diminish at the millimeter scale, microrobots are more resilient to impact

events such as crash landing on the water surface or collision with obstacles [50].

Despite these functional advantages, hybrid aerial-aquatic microrobots face unique

design and fabrication challenges. While previous studies have developed numer-

ous robotic platforms [30, 68, 81] and propulsive strategies [52, 67] to address the

challenges of air-water locomotion and transition, these designs are unsuitable for
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microrobots due to their limited payload, fabrication di�culties, and the dominance

of surface forces near or below the millimeter scale.

A hybrid aerial-aquatic microrobot must solve two key problems: 1) multi-phase

propulsion for air and water, 2) overcoming surface tension for water exit and en-

try. The large density di�erence between air and water imposes con�icting criteria

for robot locomotion and structural design in these two environments. Flight in air

requires high-frequency �apping which imparts very small body perturbations while

aquatic locomotion requires low-frequency �apping that can induce large perturba-

tions. Water surface tension far exceeds the robot weight and thus transitioning into

or out of water requires novel mechanisms to overcome this e�ect. However, any addi-

tional mechanisms must satisfy the microrobot's sub-gram payload limits. This design

challenge requires fabrication of lightweight, energy-e�cient, and multi-functional

components for locomotion and water-air transition. In this chapter, we report an

impulsive water-air transition method and novel micro-mechanical device fabrication

that culminate in the �rst bio-inspired, �apping wing, hybrid aerial-aquatic micro-

robot.

Our robot can demonstrate aerial hovering, air-water transition, swimming, water

surface takeo�, and landing (�gure 8.1a). The robot �aps at 265 Hz in air and is

intrinsically unstable without feedback. We use a motion tracking system [65] with

adaptive control [15] to obtain stable hovering �ight capabilities (�gure 8.1b). The

control signals are computed o�board and sent to the robot through a wire tether.

To initiate a dive when above water, the wing �apping is halted mid-hover. The

robot descends onto the water surface, breaking surface tension upon impact and
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subsequently sinks into the aquatic environment (�gure 8.1c). To hold position or

maneuver once underwater, the robot �aps its wings at 9 Hz. When the robot is

to transition back to �ying, it �rst swims upward towards the surface (�gure 8.1d).

Upon reaching the water surface, a pair of electrolytic plates in the robot body begin

decomposing water into oxyhydrogen. The gas is collected by a chamber and the

increased buoyant force gradually pushes the robot's wings out of water (�gure 8.1e).

Lastly, to completely break free from the water surface we use an impulsive strategy:

a sparker ignites the oxyhydrogen mixture and the robot jumps o� the water surface

(�gure 8.1f). This combustion-based takeo� results in a typical takeo� velocity of

2.5 m/s and a jump height of 37 cm (�gure 8.1.1f). The robot assumes a ballistic

trajectory in air and lands on the ground approximately 0.55 s after takeo�. We

ensure that the robot is still functional after takeo� and landing by demonstrating

successful hovering �ight with minimal tuning to the robot's structure.

This robot design successfully addresses the two key challenges unique to hy-

brid, aerial-aquatic microrobots � multi-phase locomotion and water-air transition.

In chapter 7, we examine the stability properties of robot aquatic locomotion. In this

chapter, we study surface tension e�ects and investigate robot water-air transition.

8.2 Robot design and fabrication

We modify the robot's structure with a number of micro-mechanical features

speci�cally for water-air transition. Compared to the original robot (�gure 8.2a-

1), this design is split into two symmetric halves (�gure 8.2a-2) leaving a large central

volume to accommodate functional components for water surface takeo�. These com-
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Figure 8.1: Demonstration of aerial-aquatic locomotion and transition. (a) The robot
is capable of demonstrating aerial hovering, air-water transition, swimming, water-air
transition, impulsive takeo�, and landing. (b) Composite image of a hovering robot.
(c) Composite image of the robot transitioning from air to water. (d) Composite
image of the robot swimming to the water surface. (e) Images of the robot gradually
emerge from the water surface by capturing gas from electrolysis. (f) Composite
image of robot takeo� and landing.
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ponents consist of four balance beams and small buoyant outriggers (�gure 8.2b, c),

a gas collection chamber (�gure 8.2b, d, e), and a lightweight device (�gure 8.23f)

that integrates electrolytic plates and a sparker (�gure 8.2g). The electrolytic plates

and the sparker utilize electrolysis reactions to achieve water surface takeo�:

2H2O(l) + energy ↔ 2H2(g) +O2(g). (8.1)

The interdigitated electrolytic plates (�gure 8.2f) decompose water to hydrogen and

oxygen and the sparker ignites the gas for takeo�. The sparker electrodes (�gure

8.2g) are laser machined to achieve a small separation gap of 20 µm, which ensures

the sparking potential to be within the robot's 300 V operating voltage. The en-

tire device is a�xed vertically to the bottom of the gas collection chamber (�gure

8.2d). The chamber's titanium top plate is patterned with an array of 34 µm radius

micro-openings (�gure 8.2e). Four titanium T-beams (�gure 8.2b) are a�xed to the

connections struts (�gure 8.2c) above the chamber top plate for maintaining robot

stability on the water surface. A sealed box attaches to the tip of each balance beam

and functions as a buoyant outrigger to increase buoyancy and improve underwater

stability. The additional components total 70 mg and satisfy the vehicle's 150 mg

payload capability. In the following sections, we describe the design and fabrication

of these devices.

8.2.1 Gas collection chamber fabrication

The gas chamber consists of �ve rectangular, planar laminates. The top piece is

made from 50 µm titanium sheet laminated with 12.7 µm polyimide. It is patterned
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Figure 8.2: Robot components and assembly. (a) An existing 85 mg robot (1) is
used to investigate underwater stability. The improved 164 mg robot (2) consists
of two symmetric halves, a central gas collection chamber with a sparker plate, four
balance beams, and buoyant outriggers. (b) Exploded view of robot assembly. (c)
Mating feature of the titanium balance T-beam. (d) Exploded view of gas collection
chamber assembly. (e) Microscopic image illustrating an array of porous openings on
the chamber's titanium top plate. (f) The sparking plate consists of a pair of stainless
steel plates and a copper sparker. (g) Microscopic image of the sparker electrodes.
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with a rectangular array (39 × 12) of circular holes with 34 µm radius. The four

side pieces are made of 100 µm carbon �ber laminated with 12.7 µm polyimide. The

bottom face is left open for gas collection. The chamber is assembled using tab-and-

slot features to ensure precision and strength. The assembled chamber is glued using

Loctite 60 minutes epoxy. The chamber weighs 33 mg and has dimension of 14 mm

× 6.7 mm × 4.9 mm.

The micro-openings (�gure 8.2e) on the robot chamber top plate serve multiple

functions. When the robot is dry, air within the chamber exits through the micro-

openings, reducing buoyancy, and facilitating the air-water transition. When the

robot is wet, a thin �lm of water covers the micro-openings due to surface tension.

The gas collection chamber can then generate and capture gas once fully submerged

in water. Upon combustion-based takeo�, these micro-openings enable excess gas

pressure to escape, preventing structural damage during detonation.

8.2.2 Balance beam fabrication

Each balance beam consists of two 50 µm titanium pieces. These are assembled

manually to form a T-beam using tab-and-slot assembly. Each balance beam is 25

mm long, 400 µm wide, 400 µm tall, and weighs 2 mg.

8.2.3 Buoyant outrigger fabrication

Each buoyant outrigger has dimensions of 2.5 mm × 2.5 mm × 1 mm and attaches

to the tip of the balance beam. The buoyant outrigger consists of three carbon �ber

and polyimide laminated pieces: square top and bottom pieces and a foldable side
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piece. The foldable side piece is manually folded along compliant �exures. Then top

and square pieces are assembled using tab-and-slot features. Finally, the box is sealed

using CA glue (Loctite 416).

8.2.4 Sparker plate fabrication

The sparker plate consists of 150 µm copper clad FR-4 (glass reinforced epoxy

laminate sheet) and 25 µm stainless steel laminated layers. FR-4 provides structural

support, the copper serves as a soldering pad and sparker material, and the stain-

less steel is used for electrolysis. The sparker plate has three functional parts: a

shared ground, a low voltage plate for electrolysis and a high voltage copper plate

for generating sparks. Tether wires are soldered on copper pads, which connect to

corresponding stainless steel plates via conductive epoxy. The sparker plate weighs

6.5 mg.

8.2.4.1 Material choice of the sparker and electrolytic plates

Copper is a favorable sparker material because of higher thermal conductivity.

Figure 8.3a, b compare new stainless steel sparker tips and shorted sparker tips. The

stainless steel sparker tips fuse together after three ignitions and we observe noticeable

discoloration (�gure 8.3b). In contrast, the copper sparker can ignite over 40 times.

Oxidation is not an important problem for the sparker because it does not operate

when fully submerged in water.

On the other hand, the electrolytic plates are made of stainless steel because cop-

per anodes easily oxidize in water. Figure 8.3c, d compare new copper plates and
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Figure 8.3: Material selection of electrolytic plates and sparker. (a) A new stainless
steel sparker tip. (b) A shorted stainless steel sparker tip after three ignitions. The
sparker tip changes color due to the heat associated with sparking. The red circle
highlights the shorted region. (c) A new pair of copper electrolytic plates. (d) A pair
of electrolytic plates after 120 seconds of reaction. Most of the copper on the anode
disappears. (e) Copper oxide growth on the anode.

oxidized plates after 120 seconds of use. Figure 8.3e further highlights an oxidized an-

ode. Consequently, we choose stainless steel as the anode material. The stainless steel

electrolytic plates can operate for more than 600 seconds without severe oxidization.

8.2.4.2 Electrolytic e�ciency

We investigate electrolytic e�ciency because the reaction is energetically costly.

First, we estimate energy expenditure per takeo� assuming perfect e�ciency. The

volume of the gas collection chamber is 450 mm3, which implies 300 mm3 hydrogen

and 150 mm3 oxygen are produced. Assuming standard temperature and pressure,

we estimate the electrolytic plates need to disassociate 1.3e-5 mole of water. The

enthalpy of water electrolysis is 286 kJ/mol, which implies each takeo� consumes 3.8

J of energy.

Electrolysis reactions cannot achieve perfect e�ciency due to over-potential. We

can quantify the amount of energy spent by measuring current and integrating power
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Figure 8.4: Plate geometry in�uence on water resistance during electrolysis. (a)
Design of Interdigitated electrolytic plates. Plate �nger width and gap are changed
while the total plate area is kept constant. (b) Measurement of water resistance as a
function of plate width and gap. Each red circle represents a data point. (c) modeling
of water resistance as a function of plate width and gap. (b) and (c) have the same
color scale.

expenditure over the reaction time:

Emeas =

� T

0

v(t)i(t)dt = V · IT,

where V is the voltage input, I is the average current and T is the total reaction

time. In this equation, the product IT is proportional to the number of disassociated

electrons, which further relates to net gas volume. Hence, IT is a constant for any

�xed chamber volume. This analysis suggests energy input is directly proportional

to input voltage. The lower bound of input voltage is 1.23 V, which is the minimum

reaction potential. While lowering electrolysis voltage improves e�ciency, it reduces

the average current and increases the total reaction time.

To reduce input voltage while maintaining average current, we reduce water re-
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sistance by improving plate geometry [71]. Speci�cally, we fabricate 25 interdigitated

electrolytic plates of varying plate �nger width and gap (�gure 8.4a). We vary the

input voltage from 0 V to 10 V and measure the corresponding current for every

device. Then we calculate the corresponding resistance through linear �tting. Figure

8.4b shows the measured resistance as a function of plate width and gap. We observe

that resistance increases as plate �nger width or gap increases.

Resistance is proportional to the distance an electron travels in water, which is

equal to the sum of plate width and gap. Figure 8.4c shows a simple resistance model:

r = C(w + g). Here C is a �tted constant, w and g are plate �nger width and gap,

respectively. This model yields good qualitative agreement with our measurement.

The most e�cient plates have width and gap of 0.1 mm, and its measured resistance

is 59 Ω.

Although plates with smaller width and gap are more e�cient, they are harder to

fabricate. We set both plate width and gap to 0.2 mm for takeo� experiments. The

measured resistance of this device is 98 Ω, which is 66% larger than the most e�cient

plates. This design operates at 7.5 V and completely �lls the gas collection chamber

in 120 seconds. The total energy expenditure is 16 J, and the device e�ciency is 23%.

The energy density of lithium batteries is 1.8 J/mg, which implies that each takeo�

will exhaust energy from approximately 10 mg of battery. The power consumption for

robot hovering is 300 mW, which suggests that each water-air transition corresponds

to an approximate �ight time of 40-60 seconds.
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8.2.5 Robot assembly

First, four 160 µm thick carbon �ber struts securely connect the two robot halves

(�gure 8.2b). Then four balance beams are inserted into the slots on connection

pieces. Next, each buoyant outrigger is attached to a balance beam. Then the gas

collection chamber is inserted between the robot halves (�gure 8.2c). Finally, the

sparker plate is installed to the bottom of the gas collection chamber.

8.3 Robot air-water transition

Surface tension imposes extreme di�culties on air-water transitions of mobile

objects at the milligram scale. Whereas impact forces from large diving objects

[37, 74, 92] can easily break the water surface, water entry of millimeter-scaled objects

is di�cult due to the dominance of surface tension. To quantify the surface tension

e�ect on water entry, we mount the robot on a capacitive force sensor (Figure 8.5a).

The robot is lowered into or pulled out of water at a constant speed of 0.2 mm/s. We

conduct experiments using either soapy water or tap water and quantify the e�ects of

the surfactant. In these experiments the robot weighs 175 mg. The dimension of its

gas collection chamber and buoyant outriggers are 14 mm × 6.9 mm × 5.75 mm and

4 mm × 3 mm × 1 mm, respectively. Instead of coating the robot with surfactant,

we put three to �ve drops of Joy Liquid Detergent in approximately 200 mL of tap

water.

First, we lower a robot that is completely dry into soapy water and measure the

corresponding forces (Figure 8.5b). The robot experiences an upward buoyant force
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Figure 8.5: Surface tension measurement of robot air-water transition. (a) Illustration
of the experimental setup. The robot is mounted on a capacitive force sensor and is
slowly lowered into water or pulled out of water. (b) Force trace when the robot is
lowered into soapy water. (c) Force trace as the robot is lowered into tap water.

as it is lowered into water. In addition, deformation of the water surface causes an

upward surface tension force during water entry. The net buoyant force is given by

the sum of contributions from the robot body, the sealed buoyant chambers, and the

air trapped in the gas collection chamber:

Fbouy = Fb,robot + 4ρwgVc + ρwgVg. (8.2)

In this equation, ρw is the water density, Vc is the small chamber volume, and Vg is

the volume of trapped air. Without any trapped air (Vg = 0), the net buoyancy force

is estimated to be approximately 1.1 mN. For the case of lowering a dry robot into

soapy water, we measure the maximum force of 1.8 mN. The net force after the robot

fully submerges is 1.3 mN, which implies 20 mm3 of air is trapped in the gas chamber

or the robot body.
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The experiment is repeated with a wetted robot (Figure 8.5b). Thin �lm of water

covers the micro-openings and traps air during water entry. The maximum measured

force is 6 mN, which implies 490 mm3 of air is trapped in the gas chamber or the

robot body. The red colored region in Figure 8.5b shows the amount of captured

gas due to covering of the micro-openings. Next, we lower a wetted robot into tap

water and observe a signi�cant increase in surface tension. The maximum force for

tap water entry is 11 mN (Figure 8.5c). The net buoyancy force on trapped air,

small buoyant outriggers, and the robot body sums to 7.6 mN, which implies surface

tension is approximately 3.4 mN in tap water. These experiments suggest that the

micro-openings and surfactant are necessary to enable water entry.

8.4 Robot water-air transition

To take o� from the water surface, the robot must overcome surface tension and

gravity while maintaining upright stability. Unlike large animals [73] or rotorcraft

[68] that can demonstrate direct lift o�, insects and microscale vehicles are limited

by surface tension and gravity.

To achieve a water-air transition, our robot employs a two steps process: gradual

surfacing of its wings followed by impulsive takeo�. As gas is generated and collected

in the collection chamber, the gradually increasing buoyant force of the system gently

pushes the robot's wings out of the water. In this process, surface tension on the

balance beams maintains the robot's upright stability. This approach protects the

delicate wings and transmission from high drag forces experienced upon impulsive

transition to air. The second step generates an impulse that breaks the water surface.
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Previously developed impulsive takeo� methods involve either a fast push o� from

the water surface [9, 57] or chemical reaction based jet propulsion [81]. Due to limited

payload, our robot requires a novel method for repeatable takeo�. Here the robot

utilizes reverse electrolysis to acquire energy for takeo�.

In the following sections, we quantify the surface tension forces on vehicle exit,

investigate robot stability near the water surface, and demonstrate robot impulsive

takeo�.

8.4.1 Surface tension force on an emerging robot

Using the same setup described in section 8.3, we measure the forces on the robot

as it is pulled out of water. As the balance beams emerge from the water surface, a thin

water �lm forms and stretches to the free surface (red circled region of �gure 8.6a).

This thin �lm collapses as the robot continues to rise, and consequently each balance

beam pops out of water (�gure 8.6b). This motion is captured by the discontinuities

of the force plots (�gure 8.6a-d). The magnitudes of these discontinuities quantify

the surface tension forces on the balance beams and the chamber. In soapy water, the

corresponding forces are 1.3 mN and 1.4 mN (�gure 8.6c). We repeat the experiment

in tap water (�gure 8.6d) and measure 3.6 mN and 4.4 mN force on balance beam

and chamber, respectively.

We model the surface tension forces using the formula [90] Fs ≈ 2γL, where γ

is the surface tension coe�cient and L is the wetted length. This equation assumes

the �oating object is a one dimensional thin wire. In soapy water, we estimate the

surface tension forces on a balance beam and the chamber to be 1.2 mN and 2.0 mN,
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Figure 8.6: Surface tension measurement of robot water-air transition. (a) Picture
of the robot and force trace immediately before one of its balance beams (red circle)
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Figure 8.7: Surface tension in�uence on gas collection depth. (a) Illustration of gas
collection in a chamber with openings on the top plate. The weight of a water column
(dark blue) needs to be smaller than the surface tension force along the opening.
Hydrogen and oxygen are captured in the chamber if current depth is smaller than the
maximum depth. (b) Maximum gas collection depth as a function of micro-opening
radius.

respectively. In tap water, the forces increase to 3.6 mN and 6.0 mN due to a larger

γ. The estimates agree well with balance beam measurements, but over predict the

force on the chamber. The discrepancy is largely contributed by the chamber corners

because they do not satisfy the one dimensional assumption.

The robot has four balance beams and one gas collection chamber. In soapy water

and tap water, the total surface forces on these components are 6.6 mN and 18.8 mN,

respectively. This result suggests that direct lifto� from the water surface is infeasible,

as a previous work [49] reports 3.1 mN maximum lift.

8.4.2 Underwater gas collection

Gas produced by the electrolysis reaction needs to be captured by the chamber.

Although there are circular micro-openings on its top plate, the chamber can still
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collect gas by utilizing surface tension e�ects (Figure 8.7a). To prevent water from

�owing through the micro-openings, hydrostatic pressure needs to be balanced by

capillary pressure. The hydrostatic pressure is linearly proportional to the distance

from the water surface. Capillary pressure is calculated using the Young-Laplace

equation, which relates pressure to the micro-opening radius and the material contact

angle with water. We impose a force balance and obtain the following equation:

ρwhπr
2 = 2πγ cos θc, (8.3)

where h is the distance from the water surface, r is the micro-opening radius, γ is the

surface tension coe�cient, and θC is the contact angle. We rearrange this equation

and obtain a relation between depth h and micro-opening radius r:

h =
2γ cos θC
ρwgr

. (8.4)

Figure 8.6b shows this relation for the current chamber design.

This relation o�ers guidelines for robot design and fabrication. We can interpret

h as the maximum robot operation depth. The chamber cannot capture gas if the

robot dives below depth h since gas will escape through the micro-openings. We

can increase the maximum depth h by increasing the �uid surface tension coe�cient,

reducing the contact angle, or reducing the opening radius. In our experiment the

aquarium height is 15 cm. Hence we set the opening radius to 34 µm to achieve 15

cm maximum depth.
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Figure 8.8: Robot stability near the water surface. (a) Illustration of the robot tilted
along the body pitch axis beneath the water surface. (b) Picture of the robot tilted
along the body pitch axis. (c) Illustration of the robot tilted along the body roll axis
after it is stabilized in the pitching axis. (d) Picture of the robot tilted along the
body roll axis at the water surface. (e) Illustration of a stabilized robot with balance
beams. (f) Picture of the robot with its wings completely emerged from the water
surface.

8.4.3 Robot stability near the water surface

The robot needs to maintain upright stability as its wings gradually emerge from

water. If the robot body tilts signi�cantly in this process, gas leaks via the chamber's

uncovered bottom face and the buoyant force decreases.

Surface tension forces destabilize the robot along the body pitch and roll axes.

(The de�nition of robot pitch, roll, and yaw axes is given in �gure 7.2a.) Figure 8.7a

illustrates body pitch instability in which the surface tension force creates a counter-

clockwise torque. Gas leaks from the chamber's bottom face and the robot is unable

to generate su�cient buoyancy force. Figure 8.7b shows an image from a related
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experiment illustrating pitch instability. Pitch instability can be resolved by placing

a balance beam along the roll axis.

The robot is also unstable along the roll axis due to similar surface tension e�ects

(�gure 8.7c). Here one robot wing pushes through the water surface but the other

one remains fully submerged (�gure 8.7d). We place balance beams in both pitch

and roll axes to resolve pitch and roll instability. The surface tension force on the

balance beams stabilizes the robot while the buoyancy force pushes both wings out

of the water (�gure 8.7e). Figure 8.7f shows successful wing water-air transition after

installing balance beams.

8.4.4 Robot impulsive takeo�

The robot prepares for impulsive takeo� after its wings completely emerge from

the water. At this time, the gas chamber is �lled with oxyhydrogen that contains

su�cient energy to break the water surface. The robot switches o� its electrolytic

plates and brie�y �ap its wings to remove water residue. Next, a 250 V pulsed signal

(�gure 8.9a) is sent to the sparker plate and corona discharge is generated within the

20 µm gap between the sparker plate electrodes. We �nd that the ignition energy

is approximately 0.2 mJ by measuring the corresponding current and pulse duration

(�gure 8.9a). The detonation of oxyhydrogen [26] immediately increases pressure

within the gas chamber (�gure 8.9b). This detonation completes within 1 ms, breaks

the water surface, and exerts an upward impulse on the robot. The average upward

force generated within the �rst millisecond is between 7.5 N to 9 N, resulting in a

device thrust-to-weight-ratio of 19,000 to 23,000.
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Figure 8.9: Impulsive takeo� from the water surface. (a) Sparker plate input volt-
age and current when a visible spark is generated. (b) Pressure pro�le within the
chamber upon oxyhydrogen ignition. A reinforced chamber without micro-openings
experiences higher pressure than one with micro-openings. (c) Image sequence com-
parison of initial robot takeo�. For the robot without chamber micro-openings (left),
the detonation cracks the chamber top plate, and detaches a robot balance beam
and wing. For the chamber with micro-openings (right), gas and water are released
upon ignition and the robot remains undamaged. (d) Overlaid image comparison of
robot takeo�. A robot without chamber micro-openings experiences signi�cant body
rotation and has a higher takeo� speed (left). A robot with chamber micro-openings
maintains upright stability and has lower takeo� speed (right).
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The micro-openings on the chamber top plate play important roles in preventing

structural damage and improving takeo� stability. Without the micro-openings, ex-

cessive detonation pressure damages the chamber, balance beams, and robot wings

(�gure 8.9c). The robot takes o� at 3.4 m/s and experiences large body rotation (�g-

ure 8.9d). In contrast, the presence of micro-openings reduces maximum pressure by

3.4 times and widens initial pressure pulse width by 39% (�gure 8.9b), thereby pre-

venting structural damage. The chamber with micro-openings experiences a smaller

pressure rise (�gure 8.9b) by releasing gas through its openings (�gure 8.9c). These

micro-openings further reduce the robot's takeo� speed and body rotation. With the

micro-openings, the robot takes o� at 1.8 m/s and the robot is undamaged. The

balance beams stabilize robot takeo� via surface tension and viscous shear. Conse-

quently, the robot experiences small body rotation during takeo� (�gure 8.9d). In

the next section, we investigate the in�uence of micro-openings on robot takeo�.

8.4.5 E�ect of micro-openings on takeo�

Robot takeo� and landing experiments are conducted in a beaker of radius 7.5 cm

(�gure 8.10a). A pre-stretched nylon cloth is placed at the water level as the landing

surface. We �lmed the robot takeo� using a Phantom v7.10 color camera and a v7.3

black and white camera. The scene is illuminated by a VIC 900590P LED array. We

use a Kistler 601B1 pressure sensor to measure the detonation pressure upon ignition.

Prior to conducting robot takeo� experiments, we design a set of simpli�ed tests

that replace robot halves with dummy weights. We further replace titanium balance

beams with carbon �ber ones due to ease of fabrication. The device in �gure 8.11
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Figure 8.10: Impulsive takeo� experiment. (a) Experimental setup for takeo� and
landing. (b) Chamber and robot vertical takeo� speed. We report �ve trials for
chambers with or without openings and the robot with openings. We only report one
trial for the robot without openings due to damage from explosion. The blue circles
and lines represent mean and standard deviation.

weighs 170 mg and has an identical chamber as the real robot.

Figure 8.11a illustrates device takeo� without micro-openings. Large detonation

pressures crack the chamber's top plate and all balance beams break during take-

o�. The vertical takeo� speed is 2.0 m/s. Figure 8.11b shows device takeo� with

micro-openings. The vertical takeo� speed reduces to 1.4 m/s and the chamber is un-

damaged. Figure 8.11c shows a time image sequence of the same experiment during

the early phase of takeo�. Water is ejected from the micro-openings within 0.5 ms of

ignition. The openings release detonation energy and reduce takeo� speed.

We repeat the chamber explosion experiments �ve times. For the case of com-

pletely sealed chambers, there is noticeable damage in each experiment. In all �ve

trials, the carbon �ber balance beams break in ways similar to the case shown in

�gure 8.11a. In two trials, the chamber's side walls are blown apart during takeo�.

In the rest of the experiments, we observe cracks and deformation on the chamber's

top plate and side walls. The sealed chambers cannot be reused after an explosion.
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Figure 8.11: In�uence of micro-openings on takeo� speed. (a) Takeo� of a chamber
without micro-openings. The chamber cracks open and its supporting balance beams
break apart. (b) Takeo� of a chamber with micro-openings. (c) Initial takeo� im-
ages of (b). Water exits the chamber through micro-openings before chamber gains
momentum.
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For the case of chambers with micro-openings, we observe signi�cantly less dam-

age. The chamber balance beams remain undamaged in three out of the �ve com-

bustion experiments. The chamber is undamaged in four out of the �ve experiments.

There is one experiment where the chamber is slightly damaged; there is a small crack

on the chamber's side piece and the local epoxy sealant is removed by the explosion.

The �rst two columns of �gure 8.10b compare the chamber's initial vertical takeo�

speeds. The red dots show the takeo� speed of each individual experiment and

the blue circles and lines show the mean and standard deviation. With the micro-

openings, the chamber's mean vertical takeo� speed is reduced by 57%.

Next, we install chambers with micro-openings on a robot and perform �ve exper-

iments. Here the balance beams are made of titanium T-beams. The robot remains

undamaged in three out of the �ve trials. In one trial, the tabs of the titanium

chamber top piece are detached from the side piece slots. The local epoxy sealant is

removed by the explosion. In the other trial, one buoyant outrigger is blown away

from the balance beam upon takeo�. In these two cases, the damage is minor and

they can be easily repaired. Finally, we conduct one takeo� experiment using a robot

with a sealed chamber. As described in the main text, the robot is severely damaged

in the experiment. We do not repeat this experiment because robot and chamber

fabrication is costly.

Figure 8.12 compares robot takeo� with and without chamber openings. Figure

8.12a, b show the side and perspective view for the case without micro-openings.

The robot experiences large body rotation and its wings and balance beams are

damaged.Figure 8.12c, d show the side and perspective view for the case with micro-
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Figure 8.12: Robot impulsive takeo�. (a) Side view of robot takeo�. (b) Perspective
view of robot takeo�. (a) and (b) show the same experiment in which the robot
chamber is completely sealed. (c) Side view of robot takeo�. (d) Perspective view of
robot takeo�. (c) and (d) show the same experiment in which the robot chamber has
micro-openings to release detonation pressure.
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openings. The robot is undamaged and experiences very small body rotation.

The last two columns of �gure 8.10b compare the robot's initial takeo� speed.

Compared to the case with a sealed chamber, the mean vertical speeds of the robot

with chamber openings are reduced by 37%.

We further quantify the in�uence of micro-openings on detonation pressure. Un-

like previous experiments, here we reinforce the sealed chamber with a 250 µm thick

FR4 top plate so the chamber can survive the detonation. This extra reinforcement

plate weighs 20 mg. We place a Kistler 601B1 pressure sensor beneath the robot

chamber to measure pressure at the ignition location.

Figure 8.13a, b compare ignition pressure and takeo� velocity of robots with and

without micro-openings. Measurements shown in Figure 8.13a, b resemble typical

underwater explosion pro�les in that a primary pressure peak is followed by an os-

cillatory tail [38]. Figure 8.13a, b show that the presence of micro-openings reduces

the maximum pressure by 3.4 times and increases the initial pressure pulse width by

39%.

We observe that the robot without micro-openings has a signi�cantly lower takeo�

speed despite having a higher maximum pressure (red curves in Figure 8.13a, b).

This observation di�ers from unreinforced explosion experiments in which the robot

with a fully sealed chamber has a higher takeo� speed. In unreinforced explosion

experiments, the detonation pressure cracks the fully sealed chamber and the cracks

serve similar functions as the micro-openings.

Without cracks or micro-openings, the initial positive pressure pulse width de-

creases. Figure 8.13a, b mark four critical events along the pressure pro�le: ignition,
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Figure 8.13: In�uence of micro-openings on ignition pressure and takeo� speed. (a)
Pressure distribution and takeo� velocity of a robot without micro-openings. The
reinforced chamber survives the explosion. (b) Pressure distribution and takeo� ve-
locity of a robot with micro-openings. Shaded regions in a and b represent the net
impulse before the robot exits the water. Numeric labels in a and b indicate the
times of ignition (1), start of pressure rise (2), peak pressure (3), and �rst transi-
tion to negative pressure (4). (c) Image sequence of robot takeo� corresponding to
numeric labels in a. The red ellipse illustrates that the chamber has not exited the
water surface when ignition pressure becomes negative. (d) Image sequence of robot
takeo� corresponding to numeric labels in (b). The red ellipse illustrates that the
chamber has exited the water surface when ignition pressure becomes negative.
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start of pressure rise, pressure peak, and pressure drop. Figure 8.13c, d show the

corresponding images of both experiments. The red circle in �gure 8.13c shows that

the chamber without micro-openings had not fully emerged from water surface when

pressure fell negative. Consequently, the robot decelerates due to negative pressure

caused by cavity contraction. In contrast, the red circle in �gure 8.13d shows that the

chamber with micro-openings completely exited the water surface before the pressure

became negative. Consequently, cavity contraction has no e�ect on robot takeo�. In

summary, the presence of micro-openings improves robot takeo� by reducing peak

combustion pressure and increasing initial pressure pulse width.

We further relate robot takeo� velocity to the pressure measurements. We let mr

denote the robot mass, pw denote the momentum of the displaced water, vexit denote

the robot velocity after the robot completely exits the water surface and texit denotes

the corresponding time. The impulse-momentum equation gives:

mrvexit + pw =

� texit

0

(Fexpl + Fvisc + Fdrag + Fsurf + Fg)dt, (8.5)

where the total force is contributed by the explosion, viscous drag, pressure drag,

surface tension, and the robot's weight. Each component is calculated as:

Fexpl = PAt

Fvisc = −Awµu 1√
πνt

Fdrag = −1
2
ρCDu||u||At

Fsurf = −2γL

Fg = −mg

(8.6)
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Symbol Parameter name Value

At top plate area 94 mm2

Aw wetted area 180 mm2

µ water viscosity 1.002 mN·s/m2

ν water kinematic viscosity 1.004 mm2/s
CD robot drag coe�cient 1
γ soapy water surface tension coe�cient 24.3 mN/m
L balance beam length 20 mm
m robot mass 170 mg
g gravitational acceleration 9.8 m/s2

Table 8.1: Parameter values for forces estimation during impulsive takeo�.

Here P and u are instantaneous pressure and velocity. The values of other terms are

documented in Table 8.1. By comparison, Fexpl is on the order of several Newtons

within the �rst millisecond and it dominates all other components so that the takeo�

velocity can be approximated as:

vexit ≈
1

mr

(

� texit

0

Fexpldt− pw). (8.7)

Based on the high-speed videos, we estimate texit = 1.1 ms and 2.3 ms for the robot

with or without chamber micro-openings, respectively. The corresponding robot take-

o� velocities are 3 m/s and 1 m/s, respectively. Having measured other terms in the

previous equation, we solve for the momentum of the displaced water. We estimate

pw = 2 mN s and 7 mN s for the case with or without micro-openings. In both cases

the robot takeo� momentum is within 10% of the net impulse. This result shows that

most of the impulse is absorbed by the water.
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8.5 Landing and post-takeo� hovering

Due to motion tracking limitations, we cannot implement feedback control for

impulsive water surface takeo�. Instead, the robot passively lands after takeo� (�gure

8.1f). By extracting images from a high speed landing video, we measure maximum

jump height and initial takeo� speed to be 37 cm and 2.5 m/s, respectively. Fig. 1f

shows the composite image of the same experiment taken by a high speed camera

at 9500 Hz. Although this zoomed in image does not track the entire trajectory, it

shows that the robot maintains upright stability during landing.

The probability of successful landing is dependent on the landing surface. We drop

the robot from 35 cm above di�erent surfaces and repeat the experiment ten times.

On pre-tensioned nylon cloth the bee successfully lands 60% of the time. The success

rate is also 60% for sti� foam board. However, the success rate drops to 10% on

stainless steel surfaces. These results show landing success rate is signi�cantly higher

on elastic surfaces. Pre-tensioned nylon cloth absorbs landing impact and there is

very small landing bounce. The bounce magnitude signi�cantly increases on stainless

steel surfaces and reduces the landing success rate. This experiment suggests future

robot designs may bene�t from introducing compliance to the landing legs or from

designs that passively orient the robot while on land.

To verify system repeatability, we demonstrate that the robot can successfully �y

after impulsive takeo� and landing. The robot experiences none or small damage

� cracked combustion chamber, loss of buoyant outrigger or landing legs, or broken

wire in the power tether � after transitioning from water to land. Small damage

occurs regularly during normal �ight experiments, and these repairs can be performed
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quickly. In addition, we strengthen the base of the robot with Loctite 416 after

impulsive takeo�. The robot is �rst tested statically and demonstrates similar �apping

performance. To achieve similar hovering performance, we perform additional wing

hinge pairing, open-loop trimming, and closed-loop control parameter identi�cation.

Most importantly, we demonstrate that critical damage to the robot does not occur

in any experiments (i.e. damage to the actuators, transmissions, or airframe) and

the entire multimodal locomotion strategy can be performed repeatedly with a single

robot.

In this chapter, we describe a hybrid aerial-aquatic, �apping wing microrobot.

Besides demonstrating aerial and aquatic locomotion, we propose a novel takeo�

method and develop lightweight multi-functional devices that generate large impulsive

forces to overcome larger surface tension forces. The robot utilizes forward electrolytic

reaction to push its wings out of the water surface and ignites the oxyhydrogen

mixture to impulsively jump from the water surface. This transition method can be

adapted to other aerial-aquatic vehicles, especially those with foldable wing designs

and powered by chemical propellant. Further, this work o�ers a novel locomotive

strategy for other microrobots in circumstances where surface forces impede robot

movement. Finally, while this robot is an example of bioinspired engineering, it is

also representative of capabilities that go beyond what nature can achieve. Although

examples of insects that can perform a water-to-air transition exist, none can do so

impulsively, largely due to the power density constraints on their musculoskeletal

system and the dominance of surface tension at these scales.
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Conclusion

9.1 Summary

Inspired by agile natural �yers, we investigate the underlying physics of �apping

�ight, which enables similar functions in microrobots. In this dissertation, we re-

port experimental and computational studies of �apping �ight in aerial and aquatic

environments. The major contributions of this work are as follows:

1. We develop a high-throughput experimental apparatus that enables e�cient

testing and analysis of wing and wing hinge performance. Our experiments

show that wing inertia signi�cantly impacts aerodynamic performance, wing

hinge endurance strongly depends on hinge geometry, and wing hinge sti�ness

greatly in�uences passive wing pitching and lift force production.

2. We develop 2D and 3D numerical models that investigate the �uid mechanics

of �apping �ight. Our simulations quantify the relationship between �apping

kinematics, induced �ow structures, and force production. Speci�cally, we show
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that sti�er wing hinges lead to advanced wing pitch rotation, which corresponds

to a stronger leading edge vortex and thus larger lift force.

3. We propose a frequency scaling relationship that predicts �apping conditions

in aquatic environments. By conducting numerical simulations and aquatic

�apping experiments, we show that �apping �ight with passive pitching can be

adapted to both environments. This �nding leads to the �rst ever demonstration

of �apping wing locomotion in air and water.

4. We enable the RoboBee to transition from water to air by redesigning the vehi-

cle's structure and developing novel impulsive mechanisms. At the millimeter

scale, the dominance of surface tension e�ects gives rise to bene�ts and chal-

lenges unique to microrobots. We quantify the in�uences of surface tension

and design micro-mechanical and electrical devices to either utilize or overcome

these e�ects. This work results in the development of the �rst �apping wing,

hybrid aerial-aquatic microrobot.

Our work sheds light on the understanding of insect �ight and extends microrobot

capabilities; however, there are many exciting topics for future exploration. In the

following sections, we brie�y describe future research directions in insect �ight and

microrobotics.
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9.2 Fluid mechanical interactions between multiple

wings

While our studies focus on the �uid mechanics of two-winged natural �yers such

as honeybees or fruit �ies, we have not investigated the forewing and hindwing in-

teractions exhibited by dragon�ies. As shown in a previous study [94], dragon�ies

modulate the phase between forewings and hindwings to save aerodynamic power or

increase lift production. This phenomenon can be further studied using microrobotic

�appers that have independent and precise control of relative phase and stroke ampli-

tudes. With the goal of improving payload, maneuverability, and endurance, future

studies can incorporate this new aerodynamic design into �apping wing vehicles.

9.3 Multiple winged designs and microrobotic mod-

ularity

Over the past decade, the RoboBee project has achieved a number of milestones

including takeo�, hovering, perching, and swimming. Despite these advances, the

current robot cannot carry the full suite of electronics necessary for autonomous

�ight due to limited the payload capacity of the robot. A previous study [66] suc-

cessfully increased the payload by scaling up the robot's size. However, this scaling

trend diminishes quickly due to the unfavorable weight-to-force scaling law intrinsic

to piezoelectric actuators. To accommodate extra payload for �ight autonomy, we

propose an alternative robot design.
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1 cm1 cm

ba

Figure 9.1: Future research directions of insect �ight and microrobotics. (a) A con-
ceptual drawing of a four-winged micro-�apper. (b) A Harvard Micro Ambulatory
Robot (HAMR) resting on the water surface.

The current robot designs have two [65] or four [85] actuators and two indepen-

dent control surfaces. As a consequence of the limited number of control surfaces, the

robot must undergo frequent and tedious open and close loop trimming to maintain

hover capability. To improve system payload and vehicle robustness, future studies

can explore modularity in microrobotic design. Figure 9.1a shows a concept drawing

of a quad-wing �yer consisting of four modular wing drivers. In this design, the vehicle

can achieve a larger payload without experiencing the unfavorable actuator scaling.

As the number of control surfaces increases, the robot's controllability increases. Con-

sequently, the design is more tolerant to assembly imprecision and thus requires less

calibration and repair. Furthermore, this design has improved stability because it

allocates su�cient space for mounting sensors and batteries below the robot center of

mass. Finally, this modular design is con�gurable because future studies can modify

the number of wing drivers and their arrangements.
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9.4 Novel microrobotic applications

Microrobots face unique challenges and opportunities at the millimeter scale. The

dominance of surface forces gives rise to many potential applications (e.g. vertical

climbing, perching) that are di�cult for traditional robots. In addition to enabling

multi-phase locomotion in a �apping wing robot, researchers can investigate other

forms of multi-modal locomotion. Figure 9.1b shows a Harvard Micro Ambulatory

Robot (HAMR) �oating on the water surface. This preliminary work illustrates

the possibility of hybrid terrestrial-aquatic locomotion. Enabled by folding-based

meso-scale manufacturing techniques, future microrobots have the potential to achieve

capabilities that surpass their biological counterparts and traditional robots.

9.5 Concluding remarks

Here we present experimental and computational studies of �apping �ight. We

quantify �uid-wing interactions and demonstrate the similarities of �apping propul-

sion in aerial and aquatic environments. Leveraging on micro-scale fabrication tech-

niques, we develop the �rst �apping wing, hybrid aerial-aquatic microrobot. Future

work on �apping wing vehicles can incorporate modular, multiple winged designs to

improve payload capacity and aerodynamic e�ciency. More broadly, future studies

have the potential to enable novel microrobotic functionalities by exploiting surface

e�ects.
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Appendix A

Robot wing fabrication

6.1 Background

A RoboBee wing is made of a carbon �ber structural frame and polyester mem-

brane through the smart composite micro structure processes [99]. The fabrication

requires three materials: 0◦−45◦−0◦ carbon �ber laminates, polyester membrane and

acrylic adhesive. The 0◦− 45◦− 0◦ carbon �ber laminates ensure high sti�ness along

the leading edge and wing spar directions. The acrylic adhesive laminates polyester

membrane to the carbon �ber frame. Each material is laser cut using di�erent cut�les

and laminated together under heat and pressure. Once cured, the composite is laser

cut again to release the wings. Here we discuss the design process and describe a

design automation method.

Previous wing shape variation studies required manual generation in a professional

CAD software. This process was both time consuming and inconsistent, since a

human operator was in charge of hand determining �ne details such as spar placement
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Figure A.1: Illustration of the wing planform and the morphological parameters. The
red dotted line highlights the leading edge function yLE(r). R is the wing span, c̄ is
the mean wing chord, and r̂1 is the non-dimensionalized �rst area moment. In this
example, the values of R, c̄, and r̂1 are 15 mm, 5 mm, and 0.49.

and �llet curves radii. The operator also tiled multiple wings within a rectangular

template. This process became tedious and ine�cient as number of wings increases.

In the following sections we describe algorithms that automate the design and tiling

processes.

6.2 Automated design of a single wing

We develop an algorithm that generates wing designs based on morphological

parameter inputs. As discussed in Chapter 2, the wing planform is completely

parametrized by a leading edge function yLE(r), wing span R, �rst moment r̂1, and

mean chord length c̄. Figure A.1 illustrates an example wing planform and the corre-

sponding morphological parameters. The algorithm computes wing planform based

on user inputs, and then designs wing spars and hinges for structural support and

assembly. Finally, it converts the �nal design into multiple laser cut �les for fabrica-

tion.
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Appendix A: Robot wing fabrication

Firstly, the wing planform is generated based on the parameters R, r̂1, LESR,

and c̄. The wing leading edge pro�le yLE(r) is given by the equation:

yLE(r) = LESR · YLE(r), (A.1)

where YLE(r) is a �xed function [96] and LESR is the leading edge sweep ratio. The

wing chord pro�le is given by:

c = c̄
r̂p−1(1− r̂)q−1� 1

0
r̂p−1(1− r̂)q−1dr̂

, (A.2)

where p and q are beta function parameters:

p = r̂1( r̂1(1−r̂1)

r̂2
2−r̂21

− 1)

q = (1− r̂1)( r̂1(1−r̂1)

r̂2
2−r̂21

− 1)

. (A.3)

Given the input parameter r̂1, we can compute wing second moment:

r̂2 = 0.929r̂0.732
1 . (A.4)

Having obtained the wing chord function c(r), we compute wing trailing edge pro�le:

yTE(r) = yLE(r)− c(r). (A.5)

These equations are adopted from Ellington's wing parametrization study [28].

The algorithm further designs wing structural and mating features. Firstly, the

algorithm computes an o�seted inner contour based on user selection of spar thickness
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Figure A.2: Illustration of wing cut �le generation. (a) Design processes of a single
wing. After wing outer contour is generated based on morphological parameter inputs
(a-1), wing spars are placed between leading and trailing edge (a-2). Next, stress
relieving �llets (a-3) and mating feature (a-4) are added to the design. (b) Cut �les
for carbon �ber composite (b-1), acrylic adhesive (b-2), and �nal release (b-3). A
sample wing designed by this algorithm is shown in (b-4).

(Figure A.2a-1). Next, two diagonal wing spars are placed between wing leading and

trailing edges (Figure A.2a-2). These spars form 45◦ angle with respect to the wing

leading edge to ensure alignment with the 0◦ − 45◦ − 0◦ carbon �ber laminate. In

addition, stress relieving �llet features are placed at wing spar locations (Figure A.2a-

3). Finally, a mating feature is placed near the wing root for wing hinge attachment

(Figure A.2a-4).

The completed design is further decomposed into three di�erent laser cut �les.

Selected regions of carbon �ber (Figure A.2b-1) and acrylic adhesive (Figure A.2b-2)

are removed before the lamination step. Compared to the carbon �ber cut pattern,

the adhesive cut pattern is o�seted outward to account for material thermal expansion

during the lamination process. The �nal release cut traces the wing outer contour

(Figure A.2b-3). Figure A.2b-4 shows a photograph of a robot wing designed by this

algorithm.
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6.3 Automated tiling of multiple wings

The previous section introduce an algorithm for designing a single wing. Tradi-

tionally every wing design is manually arranged within a rectangular area for batch

fabrication. Here we develop a stochastic algorithm that tiles multiple wings within

a template.

6.3.1 Problem formulation

The 2D tiling problem can be formulated under the optimization framework.

Given a list of objects si, we aim to choose the subset of objects whose total area

is maximized. We further impose two constraints: no two objects overlap and each

selected object must be placed within the template. Mathematically, this NP hard

integer programming problem is described by:

argmax
∑

i ziAi

s.t s ∩ sj = {}∀i, j

Si ⊂ B ∀i

. (A.6)

We aim to solve for the selection indicator vector z and centroid position xi for every

selected object. Ai is the area of the ith object and B is the bounding template.

Deterministic strip packing algorithms [45, 63] are popular methods for solving

this problem. This type of algorithms �rst �nds a rectangular bounding box for each

object, and then ranks the objects with respect to height, width, or height to width

ratio. Finally, the objects are selected and tiled sequentially. While these methods are

computationally e�cient, they are not robust for irregular objects. We aim to improve
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robustness by searching for an approximate solution using stochastic methods.

6.3.1 Approximate potential and stochastic gradient descent

Our algorithm de�nes a tiling potential function and searches for a local minimum.

This potential function is de�ned as the sum of a global quadratic potential and local

gravitational ones:

U =
1

2
K
∑
i

xTi xi −G
∑
i

∑
j 6=i

Aj
1

||xj − xi||
, (A.7)

where K and G are the spring and gravitational coe�cients.The solver starts by

randomly placing each item outside of the template and then iteratively minimize the

objective function.

In every iteration each object is displaced sequentially in the direction of the local

gradient:

Di ∝ Fi = −∇iU = Kxi +G
∑
j 6=i

Aj
xj − xi
||xj − xi||32

. (A.8)

As shown in �gure A.3a, the spring and gravitational potentials dominate in di�erent

regimes. The spring potential gives a �long range� force because it has large gradient

when objects are distant to the template center. In contrast, the gravitational poten-

tial gives a �short range� force because its gradient increases as two objects move close.

A distant object is pulled toward the template by a long spring force (�gure A.3b).

Objects within the template pack densely due to local gravitational attraction (�gure

A.3c). Finally, every object performs biased random walk at the end of each iteration.

This design allows objects to escape from local minima. This potential function is
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Figure A.3: Illustration of the potential function. (a) Spring potential on an object
and gravitational potential between 2 objects. The dotted line indicates the position
where two objects collide. (b) Spring potential dominates when objects are distant
to the template and they are pulled toward the template center. (c) Gravitational
potential dominates when objects within the template move close to each other. (d)
Deterministic strip packing method tiles 50 wings of similar size. (e) The stochastic
method tiles 102 wings of di�erent sizes.
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a b

1 cm 500 µm

Figure A.4: Illustration of robot wing fabrication. (a) Fabrication of 102 di�erent
wings within one template. (b) Wing design parameters are labeled on the wing root.

computationally expensive because all objects interact with every other ones. Instead

of accounting for every pairwise interaction, we approximate the function gradient by

randomly sampling �ve neighbor objects.

Figure A.3d, e compare the tiling results of a deterministic algorithm and our

proposed method. The deterministic method �ts 50 wings and our methods �ts

116 wings. In the example, our method further handles wings of varying size and

morphology.

6.4 Fabrication demonstration

Our automated design and tiling algorithms signi�cantly improve the fabrication

e�ciency. We demonstrate the fabrication of 102 di�erent wing designs within a

template (�gure A.4a). To distinguish the wings, we engrave wing morphological

parameters on each wing's mating feature (�gure A.4b). This automated method
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reduces total design time from over a hundred hours to within a few seconds. This

improvement on design consistency and e�ciency enables experimental optimization

studies of wing morphology and inertia.
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Validation of numerical solver

Here we validate our 2D and 3D numerical models by comparing with benchmark

simulations in the literatures. To validate the 2D solver, we simulate �ow over a

cylinder for Reynolds numbers between 100 and 200. We report and compare the

mean drag coe�cient and Strouhal number with literature values. Figure B.1a shows

the vorticity �eld of �ow over a stationary cylinder. The Reynolds number is set to

150. To further validate the moving mesh implementation, we simulate �ow over a

rotating cylinder in �gure B.1b and a vertically oscillating cylinder in �gure B.1c.

In the rotating cylinder simulation, we set Re = 100, ωL/2Uref = 1, where ω is the

cylinder angular velocity, L is the cylinder diameter and Uref is the upstream in�ow

velocity. In the oscillating cylinder simulation, we set Re = 185, fo/fs = 0.8, and

A/L = 0.2, where fo is the cylinder oscillation frequency, fs is the vortex shedding

frequency, and A/L is the oscillation amplitude to cylinder diameter ratio. These

geometric and kinematic input parameters are documented in table B.1. Table B.1

further shows the relative error of these simulations compared with literature values.
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Figure B.1: Numerical solver validation. Two-dimensional vorticity �elds of �ow over
a static (a), rotating (b) or vertically oscillating (c) cylinder. The corresponding mean
drag coe�cients and Strouhal numbers are compared with values reported in table
B.1. (d) Three dimensional test cases of �ow over a sphere. (d) Compares of mean
drag coe�cients of �ow over a static sphere with values reported in Jones & Clarke
[53]. The Reynolds number varies from 20 to 200 in steps of 20.

Test case Re ωL/2Uref fo/fs A/L Ref CDref CD Stref St

Stationary 150 0 0 0 [46] 1.334 1.355 0.186 0.189
Rotating 100 1 0 0 [83] 1.108 1.143 0.166 0.170
Oscillating 185 0 0.8 0.2 [44] 1.200 1.239 N/A 0.194

Table B.1: Numerical test cases for �ow over static, rotating or vertically oscillating
cylinders. The mean drag coe�cient and Strouhal number (St) are compared with
numerical simulations documented in the literature.

We �nd that the relative error of our simulation result is within 3.25% for all 2D test

cases.

To validate the 3D numerical solver, we simulate �ow over a sphere for Reynolds

numbers between 20 and 200 in steps of 20. The sphere has a diameter of 1. The

upstream length, downstream length and radius of the cylindrical channel are 5, 15

and 5 respectively. Figure B.1d-f show the x, y, and z components of the �ow �eld

for the case of Re = 200. Figure B.1g compares our simulated mean drag coe�cients
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with the ones reported in Jones & Clarke [53]. In all test cases, our simulation results

slightly overpredict mean drag coe�cients by approximately 1.5%. We believe that

this small error is due to a blockage e�ect (the ratio between sphere diameter and

channel diameter) because our mesh dimensions are smaller than the mesh dimensions

used in Jones & Clarke (2008).

We further show convergence of the 2D and 3D solvers. To avoid meshing dis-

cretization error and to reduce computational cost, we perform simulations in rect-

angular channel �ow with non-slip boundary conditions. For the 2D simulation, the

length and width of the channel are 20 and 4 respectively. The Reynolds number is

160. For the 3D simulation, the length, width and height of the rectangular channel

are 20, 4 and 10 respectively. The Reynolds number is also 160.

Figure B.2 shows the convergence rate of the solver on log�log scales. The solver

convergence rate can be approximated as the slope of the plots in �gure B.2. Figure

B.2a, b show that the 2D and 3D spatial convergence rates are 4.95 and 2.40. The 2D

solver uses a �fth-order interpolation polynomial, hence it agrees with the expected

convergence rate. The 3D solver uses a �rst-order interpolation polynomial but we

observe second-order convergence. We observe a higher than expected convergence

rate because this particular test case possesses geometric symmetry. (The �ow �eld

solution is symmetric in the plane orthogonal to the incoming �ow.) Figure B.2c,

d show that the 2D and 3D temporal convergences are 1.39 and 1.35 respectively.

We observe that the convergence rate is slightly lower than expected because the

Adams�Bashforth method is not self-starting at the �rst time step. Details of the

Adams�Bashforth method are explained in Hesthaven & Warburton [47].
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Figure B.2: The convergence rates of the 2D and 3D solvers. All graphs show the two
norm relative errors as functions of mesh element length or time step size on log�log
scales. (a) The spatial and (c) the temporal convergence rate of the 2D CFD solver.
We simulate �ow in a rectangular channel with non-slip boundary conditions. The
Reynolds number is 160. It is shown in (a) that the spatial convergence rate is 4.95 and
in (c) that the temporal convergence rate is 1.39. (b) The spatial and (d) the temporal
convergence rate of the 3D solver. We simulate �ow in a 3D rectangular channel with
non-slip boundary conditions. The Reynolds number is 160. It is shown in (b) that
the spatial convergence rate is 2.40 and in (d) that the temporal convergence rate is
1.35.
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